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Summary

We compared Analysis of Variance (F) and the Welch test (W) with their respective permutation versions (PF and PW) in
terms of Type I error rate (o) and test power (1) by Monte Carlo simulation technique. Simulation results showed that when
the variances were homogeneous, the permutation versions of F and W tests displayed more reliable results in terms of
protecting Type | error rate at nominal level, regardless of distribution shape and sample size. Violation of homogeneity of
variances adversely affected all tests. Regardless of sample size and effect size, the PF test was slightly more powerful
compared to the F test as long as the variances were homogeneous and the distributions were skewed (x? (3) and Exp [0.75]).
The PF and F tests had similar power levels when the distributions were symmetrical (Beta (5.5)). The W test was more
powerful with homogenous variances, while the PW test was slightly superior with heterogonous variances except for
unbalanced sample sizes (i.e., 5:10:15).
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ANOVA F ve Welch Testi ile Bunlarin Permutasyon Versiyonlarinin
1. Tip Hata ve Testin Giici Bakimindan Karsilastiriimasi

Ozet

Bu calismada Varyans analizi teknigi (F) ve Welch testi ile bunlarin permutasyon versiyonlari (PF ve PW) 1.Tip hata ve testin
glicii bakimindan karsilastiriimistir. S6z konusu karsilastirmalar Monte Carlo simulasyon teknigi kullaniimistir. Yapilan
similasyon calismalari sonucunda varyanslar homojen iken bu testlerin permutasyon versiyonlarinin 1. Tip hata olasiligin
koruma bakimindan daha guvenilir sonuglar verdikleri gérilmustur. Diger taraftan varyanslarin heterojenlesmesinden butin
testlerin olumsuz yénde etkilendikleri gérilmuistlr. Varyanslarin heterojen ve dagilimlarin da carpik (x? (3) ve Exp [0.75]),
olmasi halinde érnek hacmi ve etki blyukligu ne olursa olsun PF testinin F testine gére biraz daha gugli oldugu gérilmustdr.
Ancak dagiimlar simetrik iken (8 (5.5)) PF ve F testlerinin gi¢ degerleri benzerdir. W testi varyanslarin homojen olmasi halinde
daha guclu iken, PW testi varyanslarin homojen olmadigi ve érnek hacimlerinin dengesiz oldugu (mesela 5:10:15) durumda
biraz daha gucludur.

Anahtar soézciikler: Varyans analizi, Permutasyon testleri, 1. Tip hata, Testin gtict, Welch testi

INTRODUCTION

Three solutions are generally recommended for the b) using the non-parametric counterparts, Kruskal-
situations in which assumptions of analysis of variance = Wallis test, of ANOVA, and c) using some parametric
(normality and homogeneity of variance) are not fulfilled.  alternatives such as Welch and Brown-Forsythe tests *2.
These are: a) trying to meet these assumptions by  Another solution would be to apply resampling methods
subjecting the data to an appropriate transformation like Permutation tests *°, which are considered as non-
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parametric *. These tests are not always as effective as
their parametric counterparts 2. However, when sample
sizes are small or normality assumption is not satisfied,
compared to the parametric counterparts, they can
generally give more reliable results in terms of Type |
error and power of test ****. Furthermore, Bracken *
and Tanizaki ¥ informed that the permutation tests can
also be applied successfully in the cases where the
homogeneity of variances is not satisfied. Accordingly,
Bohdan *® reported that the permutation tests decrease
the Type | error rate and increase the power of test in
cases where data is not normal or error variances can
not be taken as equal **. The main purpose of this study
is to compare the performance (Type | error and power
of test) of ANOVA F and Welch tests with their respective
permutation versions.

MATERIAL and METHODS

Random numbers generated with simulation
techniques provided the material for this study.
The IMSL library of Microsoft FORTRAN Developer
Studio was used to generate random numbers *°
Random samples of equal (n1:n2:n3=5:5:5, 10:10:10
and 15:15:15) and unequal (n1:n2:n3=3:4:5 and 5:10:15)
sizes were generated from three populations with
x> (3), Exp (0.75) and B(5.5) by using the RNCHI,
RNEXP and RNBET functions of the IMSL library.

Situations where the homogeneity of variances was met

{5,2:0?_,:0_%:]:1:1), and not met (Uf;c§;c§=|;1;4

and 5!3 ;gg ;g% =1:1:9), were both taken into account.

In this study, the permutation and simulation numbers were
determined as 20.000 and 50.000 respectively. Type |
error rates for F and W tests were obtained by dividing
the number of mistakenly rejected Hy hypotheses after
50.000 trials by the total trial number. Type | error rates
in terms of permutation versions of these tests (PF
and PW) were calculated by finding cases where
values were equal to or bigger than F and W of the PF
and PW test statistics. To calculate the test power,
differences in standard deviation form between the
population means were created (effect size or
standardized mean differences; A=0.5, 1.0 and 1.5),
and then the number of Hy hypothesis rejected was
divided by the total trial number.

ANOVA- F Test (F-test)

It is well known that the test statistic for one-way
fixed effect ANOVA F test is

p_ SSBIk-1) _ MSB
SSW/(N-k) MSW

Where SSB is sum of squares between treatments, SSW

is the sum of squares within treatments, (k-1) and (N-k)
are the degrees of freedom, between and within
treatments respectively .

WELCH Test (W-test)

Test statistics for Welch test can be expressed as
below:

k _ !
2 Wi (X - X k- 1)

Fu =
v 2
1+—(k-2)A
3
kK _ P
n. . XWX LA -W/EW) n, -1)
Where: W, =—, x =1L and A= 5
S W (i -1

The Fw statistic has F-distribution with (k-1) and
(1/A\) degrees of freedom *. The computation of the test
statistics for permutation versions of these tests (PF and
PW) are the same as F and W test statistics. However, PF
and PW test statistics are computed based on permutation
samples.

RESULTS

Type | error rate estimates for F and W tests and
their permutation versions (PF and PW) were given
in Table 1. When variances were homogeneous
(012 26% 26§ 1:1:1),
distribution shapes and sample size, the PF and PW
tests gave more reliable results compared to F and W
tests. Type | error rates for PF and PW tests were
quite close to each other. But the Type | error rates
for all tests deviated from nominal alpha level
(5.0%) when variances were not homogeneous

(012 :0% :cg 1:1:4 and (512 ZG% :G§ 1:1:9).
This case was more obvious especially when the
variance ratios were 1:1:9, distribution was 2 (3)

regardless of the

and sample sizes were low.

Test power estimates for F, W, PF and PW depending
upon distribution shapes, sample sizes, variance ratios
and effect sizes were given in Tables 2, 3 and 4,
respectively. When variances were homogeneous and
effect size or mean difference was A = 0.5, the test
power values for all tests were at low levels (Table 2).
Under these experimental conditions, the test power
values for the PF test were higher than those of the F
test. The W and PW tests displayed similar power
values, except that numbers of observations in the
groups were clearly unbalanced (5:10:15).



Table 1. Type | error rates after 50.000 simulation trials (%)
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Tablo 1. 50.000 Simtilasyon denemesi sonucundaki 1. Tip hata olastliklart (%)

gl o)

G, :65:07=1:1:1

(IR ]

Distributions n

bl ]

a2 2 2
G, :65:65=1:1:4 6, :065:07=1:1:9

F PF w  PW

F PF w  PW F PF w  PW

5:5:5 4.0 4.7 44 4.7

10:10:10 4.6 5.2 53 5.0

x’(3) 15:15:15 4.6 5.0 55 51
3:4:5 44 51 4.8 49

5:10:15 45 49 6.9 4.9

5:5:5 5.7 54 6.3 54

10:10:10 54 5.3 5.6 5.5

B (5.5) 15:15:15 4.9 5.0 54 51
3:4:5 5.2 51 6.5 51

5:10:15 4.8 5.2 6.6 53

5:5:5 39 4.9 39 5.0

10:10:10 45 54 53 53

Exp(0.75) 15:15:15 47 5.2 5.6 5.2
3:4:5 41 4.8 44 4.8

5:10:15 43 4.8 6.9 49

73 81 6.6 7.8 109 11.8 8.3 104
7.1 77 6.2 6.4 9.9 10.5 7.2 79
6.6 71 6.0 5.9 8.6 9.1 6.4 6.8
5.8 6.1 6.1 74 7.8 8.2 7.2 9.6
34 35 6.0 47 3.6 37 6.4 57

7.0 7.3 6.5 6.6 9.1 9.8 6.1 7.8
6.5 6.7 5.6 54 8.1 8.5 5.7 6.1
6.7 6.9 6.0 5.9 7.5 77 53 7.6
4.8 4.9 6.4 6.3 54 5.9 6.6 7.5
23 2.3 5.9 4.8 22 23 6.0 51

57 71 53 7.0 7.8 9.3 6.1 8.5
55 6.6 54 5.7 7.2 8.6 53 6.1
6.0 6.9 5.0 4.8 83 9.7 53 55
4.6 4.8 4.6 5.9 5.0 5.6 5.2 7.3
22 24 6.9 44 2.0 22 6.4 5.2

F: Anova F test, PF: Permutation version of Anova F test, W: Welch test, PW: Permutation version of Welch test

Table 2. Test powers when samples are taken from three -y?(3)- distributions (%)
Tablo 2. Ornekler y?(3) dagilimlarindan alindiklarinda testin giic degerleri (%)

G :ﬁ%:ﬁgzl:l:l
Effect Size n I

ol ]

a2 2 7
6, :65:6;5=1:1:4 6, :065:03=1:1:9

5:5:5 10.9 12.2 12.0 12.8

10:10:10 192 204 211 20.2

A=0.50 15:15:15 276 28.6 293 29.0
345 9.6 10.3 12.2 12.2

5:10:15 209 219 283 245

5:5:5 33.0 34.8 35.2 35.0

10:10:10 604 61.5 66.9 66.2

A=1.00 15:15:15 795 80.0 84.6 84.2
345 279 289 30.6 30.2

5:10:15 67.4 68.1 70.3 69.0

5:5:5 62.6 63.0 65.8 64.7

10:10:10 911 915 951 95.0

A=1.50 15:15:15 984 98.5 99.6 99.5
345 56.1 56.5 56.9 53.9

5:10:15 93.9 94.0 935 93.7

6.6 8.2 5.6 6.9 8.1 9.6 5.6 81
8.8 10.0 6.6 6.8 8.0 9.3 5.6 6.5
123 135 9.0 8.7 9.1 10.2 6.0 6.4
3.6 42 5.0 5.8 47 5.2 53 7.3
35 40 10.3 7.1 21 23 6.7 5.2

129 16.0 8.5 10.5 9.3 11.8 5.8 8.5
28.0 314 191 194 146 17.6 8.6 9.7
438 46.5 317 31.0 225 25.0 12.6 12.7
7.3 8.2 83 9.6 45 54 51 7.5
193 20.8 29.7 219 133 151 21.6 16.2

28.8 341 18.4 221 13.6 18.0 7.5 114
61.9 66.0 483 494 33.0 379 19.0 204
83.6 851 733 729 51.3 55.3 323 321
17.6 20.1 16.0 18.2 7.0 83 7.1 9.8
57.9 60.6 64.8 56.2 194 211 294 20.8

Under the same conditions, when variances were
not homogeneous, the test power values in terms of all
tests seem to have decreased to really low levels. This
situation became clearer when it was studied with small
sample sizes and effect size. It was observed that test

power values in terms of all tests decreased to low
levels when variance ratios increased to 1:1:9 under the
same conditions. Test power values under these
conditions were quite far from the power value of 80.0%,
which was widely accepted as sufficient.
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When distribution was B(5.5), variances were
homogeneous and A = 0.5, F and PF showed similar
power values, while the W test was generally slightly
more powerful than the PW test (Table 3). Test
power estimates under these experimental
conditions, however, were lower than the test

power estimated under %?>(3). This was more
obvious especially for W and PW tests. When
homogeneity of variances assumption was not met,
the test power values for all tests were at quite low
levels and it became clearer when variance ratios
were increased to o} :63:0; =1:1:9.

Table 3. Test powers when samples are taken from three 3 (5.5) distributions (%)
Tablo 3. Ornekler B (5.5) dagilimlarindan alindiklarinda testin giic degerleri (%)

~

2

. G[:ﬁ%:ﬁi:l:l:[ G]':Ug:ﬁ_Z::I:]:-l 6, :065:07=1:1:9
Effect Size n
F PF W  PW F PF w  PW F PF w PW
5:5:5 10.0 9.8 10.7 9.6 9.8 10.2 8.2 84 10.1 112 7.9 9.5
10:10:10 172 16.9 17.3 16.1 121 123 9.5 9.2 10.9 116 77 8.1
A=0.50 15:15:15  25.0 249 249 239 16.1 16.4 117 115 129 133 8.6 8.7
3:4:5 9.4 9.0 9.6 8.1 6.0 6.2 7.1 6.8 6.2 6.7 6.8 8.0
5:10:15 19.6 19.6 184 15.8 7.1 7.2 10.7 8.6 37 37 7.9 6.8
5:5:5 27.6 27.2 25.7 23.6 17.9 18.8 135 14.0 144 15.8 93 11.8
10:10:10 575 57.2 56.0 53.9 311 315 222 21.8 19.7 204 12.8 129
A=1.00 15:15:15 78.9 78.9 77.7 76.8 43.8 442 33.0 325 28.1 28.8 184 185
3:4:5 225 221 19.9 18.0 117 12.0 11.0 116 8.8 8.6 10.6 10.9
5:10:15 62.9 63.0 58.0 54.1 233 235 26.7 22.8 11.2 116 159 13,5
5:5:5 554 54.8 50.9 48.2 317 333 21.7 23.0 22.2 24.1 136 16.7
10:10:10 924 923 91.1 90.5 58.0 58.7 438 431 35.8 37.0 233 237
A=1.50 15:15:15  99.0 99.0 98.8 98.7 76.9 77.2 63.5 62.9 493 49.9 336 334
345 462 455 388 359 215 221 179 183 140 150 122 141
51015 949 949 923 908 532 534 545 485 257 261 302 254
Table 4. Test powers when samples are taken from three Exp (0.75) distributions (%)
Tablo 4. Ornekler Exp (0.75) dagiimlarindan alindiklarinda testin giic degerleri (%)
. Gf:ﬁ%:(i;:hl:[ G]::Ug:o'?::l:]:-l 0]3:0; o3 =1:1:9
Effect Size n
F PF w  PW F PF w  PW F PF w  PW
5:5:5 8.2 9.7 9.2 10.8 6.7 8.7 46 6.6 7.5 10.1 5.1 8.1
10:10:10 132 14.6 146 14.5 11.0 13.2 8.1 84 11.2 137 6.8 7.8
A=0.50 15:15:15 176 18.6 19.6 185 16.8 191 117 114 169 19.7 9.7 9.8
3:4:5 6.6 74 9.2 10.2 34 41 44 6.1 39 4.8 4.8 6.9
5:10:15 133 14.2 22.8 18.8 49 5.7 14.0 9.2 37 41 11.0 7.8
5:5:5 204 22.6 22.8 24.6 125 164 8.1 11.0 10.0 13.7 54 9.3
10:10:10 393 413 451 44.6 28.6 335 194 20.0 21.8 26.6 119 136
A=1.00 15:15:15  56.0 47.5 62.3 61.2 433 46.6 324 316 349 393 20.3 203
3:4:5 18.6 20.0 231 234 6.3 77 7.3 94 49 6.2 54 8.3
5:10:15 445 45.9 52.8 50.5 19.8 21.9 31.7 24.0 10.6 121 20.7 144
5:5:5 42.9 451 484 49.0 24.2 314 15.5 20.8 154 21.0 82 13.2
10:10:10 723 73.6 79.9 79.6 55.8 60.8 433 448 38.8 457 226 244
A=1.50 15:15:15 88.2 88.9 93.2 93.0 77.0 79.4 65.8 65.5 61.1 66.0 39.7 404
3:4:5 37.2 385 414 411 147 17.7 143 17.0 73 9.2 7.1 10.6
5:10:15 77.2 77.9 80.9 80.2 48.6 51.7 58.2 49.8 25.7 28.6 37.1 27.0




When distribution was Exp (0.75) and variances were
homogeneous, the PF test was slightly more powerful
than the F test (Table 4). The W test was also slightly
more powerful than the PW test, except for very small
sample sizes under small and moderate effect size (A =
0.5 and A = 1.0). For large effect size (A = 1.50), on the
other hand, both tests produced similar power values.
When variances were heterogeneous, the PF test was
more powerful than the F test in general. When W and
PW tests were compared, it was seen that the W test
was more powerful under some conditions (for example
when studied with 5:10:15 sample size combination),
while, the PW test was powerful under some other
conditions (for example when studied with 5:5:5, 10:10:10
and 3:4:5 sample size combination). In some conditions
(for example when studied with 15:15:15 sample size
combination) W and PW had similar power values.

DISCUSSION

There are different statistical techniques which can
be used to test the same hypothesis. However, none of
these tests give reliable results in every trial condition.
Therefore, the use of appropriate statistical methods for
trial conditions according to the structure of the data set
studied is very important in terms of the reliability of
the results. In the determining the appropriate statistical
methods, the two important criteria are keeping the
Type | error rate at nominal level and having a high test
power. As well known, analysis of variance is the most
widely used statistical technique used when comparing
group means in practice *. However, it is negatively
affected by deviations from normality and homogeneity
of variances. This effect becomes clearer when studied
with small sample sizes ***. In these situations, different
solutions are applied. One of these solutions is the use
of permutation versions of the mentioned tests.

It has been noted that the permutation versions (PF
and PW) of ANOVA F and W test generally give more
reliable results in terms of protection of Type | error rate
when variances are homogeneous, regardless of the
distribution shape and sample sizes. On the other hand,
as the number of observations increased, the Type |
error rates in terms of F and W tests gradually resembles
PF and PW tests. Routledge *, Ludbrook and Dudley %,
Corcoran and Mehta %, Peres-Neto and Olden ®, Tussell *,
Maggini et al.”*, Balasubramani et al.”” and Koskan ° have
indicated that permutation tests give more reliable
results than the variance analysis in terms of the
protection of Type | error at the nominal level, especially
when studied with small sample size, but both tests
produce similar Type | error rates as parallel to the
increase of sample size. Type | error rate in terms of all
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tests gradually deviated from 5.0% when variances were
not homogeneous. This deviation is more obvious in the
permutation versions of these tests. This situation may
be accepted as an indicator that permutation tests are
negatively affected by the heterogeneity of variances.
Different findings have been reported in the studies
aimed at determining whether permutation tests or
variance analysis or Welch test give more reliable results
in terms of protection of Type | error rate at the nominal
level, when variances are not homogeneous. For
example, while Bracken ** and Tanizaki " indicated that
permutation tests gave more reliable results when
variances were heterogeneous, Huang et al.”® reported
that the use of permutation tests in testing Ho hypothesis
when the variances were not homogeneous might
increase Type | error rate. Accordingly, Koskan °indicated
that the effect of non-heterogeneous variance is clearer
in permutation tests. With regard to experimental
conditions, when F and W tests and their permutation
versions PF and PW tests are compared in terms of test
power, it is seen that F test is more powerful than PF
when variances are homogeneous and distribution
shape is skew (x*(3) and Exp [0.75]), no matter what the
sample size and effect size are. On the other hand,
parallel to the increase of sample size and effect size,
both tests have gradually produced similar test power
values. When distribution shape is symmetric but not
normal (Beta [5.5]), the test power values in terms of
both F and PF tests are quite similar. When variances of
populations from which the samples are taken are
heterogeneous, the PF test is stronger than the F test.
Therefore, it can be suggested that the PF test can be
preferred to the F test. When W and PW tests are
compared in terms of test power, it is seen that the W
test is slightly more powerful when variances are
homogeneous, but in the case that variances are
heterogeneous, except in unbalanced sample sizes, the
PW test is slightly more powerful than the W test. If PF
and PW tests are compared; it is seen that, when
variances are homogeneous and distribution shape is
skewed, the PW test is generally more powerful than
F, and especially when variances are heterogeneous
and the distributions are symmetric, PF test is powerful.
With a general evaluation (considering both Type |
error rate and test power together), it can be
suggested that the PF test can be preferred when
assumptions of normality and homogeneity of
variances are not met together and PW test can be
preferred when homogeneity of variances is fulfilled
but the normality assumption is not satisfied as long as
the sample sizes are equal (n>=5). On the other hand, it
should be remembered that the real effects of these
tests can be further advanced by more inclusive studies,
involving more details.
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