
Kafkas Univ Vet Fak Derg RESEARCH ARTICLE 
16 (5): 711-716, 2010

DOI:10.9775/kvfd.2009.1507  

Comparison of ANOVA F and WELCH Tests with Their Respective 
Permutation Versions in Terms of Type I Error Rates and Test Power 

Mehmet MENDEŞ * � Erkut AKKARTAL ** 

*	 Çanakkale Onsekiz Mart Universitesi Ziraat Fakültesi Zootekni Bölümü Biyometri&Genetik Anabilim Dalı,
TR-17100 Çanakkale - TÜRKİYE 

** Yeditepe Universitesi Uluslararası Lojistik ve Taşımacılık Bölümü, TR-34755 İstanbul - TÜRKİYE 

Makale Kodu (Article Code): KVFD-2009-1507 

Summary 

We compared Analysis of Variance (F) and the Welch test (W) with their respective permutation versions (PF and PW) in 
terms of Type I error rate (α) and test power (1-β) by Monte Carlo simulation technique. Simulation results showed that when 
the variances were homogeneous, the permutation versions of F and W tests displayed more reliable results in terms of 
protecting Type I error rate at nominal level, regardless of distribution shape and sample size. Violation of homogeneity of 
variances adversely affected all tests. Regardless of sample size and effect size, the PF test was slightly more powerful 
compared to the F test as long as the variances were homogeneous and the distributions were skewed (χ2 (3) and Exp [0.75]). 
The PF and F tests had similar power levels when the distributions were symmetrical (Beta (5.5)). The W test was more 
powerful with homogenous variances, while the PW test was slightly superior with heterogonous variances except for 
unbalanced sample sizes (i.e., 5:10:15). 
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ANOVA F ve Welch Testi ile Bunların Permutasyon Versiyonlarının 
1. Tip Hata ve Testin Gücü Bakımından Karşılaştırılması 

Özet 

Bu çalışmada Varyans analizi tekniği (F) ve Welch testi ile bunların permutasyon versiyonları (PF ve PW) 1.Tip hata ve testin 
gücü bakımından karşılaştırılmıştır. Söz konusu karşılaştırmalar Monte Carlo simulasyon tekniği kullanılmıştır. Yapılan 
simülasyon çalışmaları sonucunda varyanslar homojen iken bu testlerin permutasyon versiyonlarının 1. Tip hata olasılığını 
koruma bakımından daha güvenilir sonuçlar verdikleri görülmüştür. Diğer taraftan varyansların heterojenleşmesinden bütün 
testlerin olumsuz yönde etkilendikleri görülmüştür. Varyansların heterojen ve dağılımların da çarpık (χ2 (3) ve Exp [0.75]), 
olması halinde örnek hacmi ve etki büyüklüğü ne olursa olsun PF testinin F testine göre biraz daha güçlü olduğu görülmüştür. 
Ancak dağılımlar simetrik iken (β (5.5)) PF ve F testlerinin güç değerleri benzerdir. W testi varyansların homojen olması halinde 
daha güçlü iken, PW testi varyansların homojen olmadığı ve örnek hacimlerinin dengesiz olduğu (mesela 5:10:15) durumda 
biraz daha güçlüdür. 

Anahtar sözcükler: Varyans analizi, Permutasyon testleri, 1. Tip hata, Testin gücü, Welch testi 

INTRODUCTION 

Three solutions are generally recommended for the 
situations in which assumptions of analysis of variance 
(normality and homogeneity of variance) are not fulfilled. 
These are: a) trying to meet these assumptions by 
subjecting the data to an appropriate transformation 

b) using the non-parametric counterparts, Kruskal-
Wallis test, of ANOVA, and c) using some parametric 
alternatives such as Welch and Brown-Forsythe tests 1-2 . 
Another solution would be to apply resampling methods 
like Permutation tests 3-9, which are considered as non­
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parametric 10. These tests are not always as effective as 
their parametric counterparts 11,12. However, when sample 
sizes are small or normality assumption is not satisfied, 
compared to the parametric counterparts, they can 
generally give more reliable results in terms of Type I 
error and power of test 9,13-15. Furthermore, Bracken 16 

and Tanizaki 17 informed that the permutation tests can 
also be applied successfully in the cases where the 
homogeneity of variances is not satisfied. Accordingly, 
Bohdan 18 reported that the permutation tests decrease 
the Type I error rate and increase the power of test in 
cases where data is not normal or error variances can 
not be taken as equal 19. The main purpose of this study 
is to compare the performance (Type I error and power 
of test) of ANOVA F and Welch tests with their respective 
permutation versions. 

MATERIAL and METHODS 

ANOVA- F Test (F-test) 

It is well known that the test statistic for one-way 
fixed effect ANOVA F test is 

Where SSB is sum of squares between treatments, SSW
 

is the sum of squares within treatments, (k-1) and (N-k) 
are the degrees of freedom, between and within 
treatments respectively 21 . 

WELCH Test (W-test) 

Test statistics for Welch test can be expressed as 
below: 

The FW statistic has F-distribution with (k-1) and 
(1/Ʌ) degrees of freedom 22. The computation of the test 
statistics for permutation versions of these tests (PF and 
PW) are the same as F and W test statistics. However, PF 
and PW test statistics are computed based on permutation 
samples. 

RESULTS 

Type I error rate estimates for F and W tests and 
their permutation versions (PF and PW) were given 
in Table 1. When variances were homogeneous 

2 2 2( ı : ı : ı 1 : 1 : 1 ), regardless of the1 2 3 
distribution shapes and sample size, the PF and PW 
tests gave more reliable results compared to F and W 
tests. Type I error rates for PF and PW tests were 
quite close to each other. But the Type I error rates 
for all tests deviated from nominal alpha level 
(5.0%) when variances were not homogeneous 

2 2 2 2 2 2( ı : ı : ı 1:1: 4 and ı : ı : ı 1:1: 9 ).1 2 3 1 2 3 
This case was more obvious especially when the 
variance ratios were 1:1:9, distribution was Ȥ 2 (3) 
and sample sizes were low. 

Test power estimates for F, W, PF and PW depending 
upon distribution shapes, sample sizes, variance ratios 
and effect sizes were given in Tables 2, 3 and 4, 
respectively. When variances were homogeneous and 
effect size or mean difference was Δ = 0.5, the test 
power values for all tests were at low levels (Table 2). 
Under these experimental conditions, the test power 
values for the PF test were higher than those of the F 
test. The W and PW tests displayed similar power 
values, except that numbers of observations in the 
groups were clearly unbalanced (5:10:15). 
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Table 1. Type I error rates after 50.000 simulation trials (%) 
Tablo 1. 50.000 Simülasyon denemesi sonucundaki 1. Tip hata olasılıkları (%) 

Distributions n 
F PF W PW F PF W PW F PF W PW 

5:5:5 4.0 4.7 4.4 4.7 7.3 8.1 6.6 7.8 10.9 11.8 8.3 10.4 
10:10:10 4.6 5.2 5.3 5.0 7.1 7.7 6.2 6.4 9.9 10.5 7.2 7.9 

χ2 (3) 15:15:15 4.6 5.0 5.5 5.1 6.6 7.1 6.0 5.9 8.6 9.1 6.4 6.8 
3:4:5 4.4 5.1 4.8 4.9 5.8 6.1 6.1 7.4 7.8 8.2 7.2 9.6 

5:10:15 4.5 4.9 6.9 4.9 3.4 3.5 6.0 4.7 3.6 3.7 6.4 5.7 

5:5:5 5.7 5.4 6.3 5.4 7.0 7.3 6.5 6.6 9.1 9.8 6.1 7.8 
10:10:10 5.4 5.3 5.6 5.5 6.5 6.7 5.6 5.4 8.1 8.5 5.7 6.1 

β (5.5) 15:15:15 4.9 5.0 5.4 5.1 6.7 6.9 6.0 5.9 7.5 7.7 5.3 7.6 
3:4:5 5.2 5.1 6.5 5.1 4.8 4.9 6.4 6.3 5.4 5.9 6.6 7.5 

5:10:15 4.8 5.2 6.6 5.3 2.3 2.3 5.9 4.8 2.2 2.3 6.0 5.1 

5:5:5 3.9 4.9 3.9 5.0 5.7 7.1 5.3 7.0 7.8 9.3 6.1 8.5 
10:10:10 4.5 5.4 5.3 5.3 5.5 6.6 5.4 5.7 7.2 8.6 5.3 6.1 

Exp(0.75) 15:15:15 4.7 5.2 5.6 5.2 6.0 6.9 5.0 4.8 8.3 9.7 5.3 5.5 
3:4:5 4.1 4.8 4.4 4.8 4.6 4.8 4.6 5.9 5.0 5.6 5.2 7.3 

5:10:15 4.3 4.8 6.9 4.9 2.2 2.4 6.9 4.4 2.0 2.2 6.4 5.2 

F: Anova F test , PF: Permutation version of Anova F test,  W: Welch test, PW: Permutation version of Welch test 

Table 2. Test powers when samples are taken from three -χ2 (3)- distributions (%) 
Tablo 2. Örnekler χ2 (3) dağılımlarından alındıklarında testin güç değerleri (%) 

Effect Size n 
F PF W PW F PF W PW F PF W PW 

5:5:5 10.9 12.2 12.0 12.8 6.6 8.2 5.6 6.9 8.1 9.6 5.6 8.1 
10:10:10 19.2 20.4 21.1 20.2 8.8 10.0 6.6 6.8 8.0 9.3 5.6 6.5 

Δ=0.50 15:15:15 27.6 28.6 29.3 29.0 12.3 13.5 9.0 8.7 9.1 10.2 6.0 6.4 
3:4:5 9.6 10.3 12.2 12.2 3.6 4.2 5.0 5.8 4.7 5.2 5.3 7.3 

5:10:15 20.9 21.9 28.3 24.5 3.5 4.0 10.3 7.1 2.1 2.3 6.7 5.2 

5:5:5 33.0 34.8 35.2 35.0 12.9 16.0 8.5 10.5 9.3 11.8 5.8 8.5 
10:10:10 60.4 61.5 66.9 66.2 28.0 31.4 19.1 19.4 14.6 17.6 8.6 9.7 

Δ=1.00 15:15:15 79.5 80.0 84.6 84.2 43.8 46.5 31.7 31.0 22.5 25.0 12.6 12.7 
3:4:5 27.9 28.9 30.6 30.2 7.3 8.2 8.3 9.6 4.5 5.4 5.1 7.5 

5:10:15 67.4 68.1 70.3 69.0 19.3 20.8 29.7 21.9 13.3 15.1 21.6 16.2 

5:5:5 62.6 63.0 65.8 64.7 28.8 34.1 18.4 22.1 13.6 18.0 7.5 11.4 
10:10:10 91.1 91.5 95.1 95.0 61.9 66.0 48.3 49.4 33.0 37.9 19.0 20.4 

Δ=1.50 15:15:15 98.4 98.5 99.6 99.5 83.6 85.1 73.3 72.9 51.3 55.3 32.3 32.1 
3:4:5 56.1 56.5 56.9 53.9 17.6 20.1 16.0 18.2 7.0 8.3 7.1 9.8 

5:10:15 93.9 94.0 93.5 93.7 57.9 60.6 64.8 56.2 19.4 21.1 29.4 20.8 

Under the same conditions, when variances were 
not homogeneous, the test power values in terms of all 
tests seem to have decreased to really low levels. This 
situation became clearer when it was studied with small 
sample sizes and effect size. It was observed that test 

power values in terms of all tests decreased to low 
levels when variance ratios increased to 1:1:9 under the 
same conditions. Test power values under these 
conditions were quite far from the power value of 80.0%, 
which was widely accepted as sufficient. 
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When distribution was β(5.5), variances were power  est imated under  χ 2 (3 ) .  Th is  was  more  
homogeneous and Δ = 0.5, F and PF showed similar obv ious  espec ia l ly  for  W and PW tests .  When 
power values, while the W test was generally slightly homogeneity of variances assumption was not met, 
more powerful than the PW test (Table 3).  Test the test power values for all tests were at quite low 
power  est imates  under  these  exper imenta l  levels and it became clearer when variance ratios 
condit ions,  however,  were lower than the test  were increased to 

Table 3. Test powers when samples are taken from three β (5.5) distributions (%)
 
Tablo 3. Örnekler β (5.5) dağılımlarından alındıklarında testin güç değerleri (%)
 

Effect Size n 
F PF W PW F PF W PW F PF W PW 

Δ=0.50 

5:5:5 
10:10:10 
15:15:15 

3:4:5 
5:10:15 

10.0 
17.2 
25.0 
9.4 
19.6 

9.8 
16.9 
24.9 
9.0 
19.6 

10.7 
17.3 
24.9 
9.6 
18.4 

9.6 
16.1 
23.9 
8.1 
15.8 

9.8 
12.1 
16.1 
6.0 
7.1 

10.2 
12.3 
16.4 
6.2 
7.2 

8.2 
9.5 
11.7 
7.1 
10.7 

8.4 
9.2 
11.5 
6.8 
8.6 

10.1 
10.9 
12.9 
6.2 
3.7 

11.2 
11.6 
13.3 
6.7 
3.7 

7.9 
7.7 
8.6 
6.8 
7.9 

9.5 
8.1 
8.7 
8.0 
6.8 

Δ=1.00 

5:5:5 
10:10:10 
15:15:15 

3:4:5 
5:10:15 

27.6 
57.5 
78.9 
22.5 
62.9 

27.2 
57.2 
78.9 
22.1 
63.0 

25.7 
56.0 
77.7 
19.9 
58.0 

23.6 
53.9 
76.8 
18.0 
54.1 

17.9 
31.1 
43.8 
11.7 
23.3 

18.8 
31.5 
44.2 
12.0 
23.5 

13.5 
22.2 
33.0 
11.0 
26.7 

14.0 
21.8 
32.5 
11.6 
22.8 

14.4 
19.7 
28.1 
8.8 
11.2 

15.8 
20.4 
28.8 
8.6 
11.6 

9.3 
12.8 
18.4 
10.6 
15.9 

11.8 
12.9 
18.5 
10.9 
13.5 

Δ=1.50 

5:5:5 
10:10:10 
15:15:15 

3:4:5 
5:10:15 

55.4 
92.4 
99.0 
46.2 
94.9 

54.8 
92.3 
99.0 
45.5 
94.9 

50.9 
91.1 
98.8 
38.8 
92.3 

48.2 
90.5 
98.7 
35.9 
90.8 

31.7 
58.0 
76.9 
21.5 
53.2 

33.3 
58.7 
77.2 
22.1 
53.4 

21.7 
43.8 
63.5 
17.9 
54.5 

23.0 
43.1 
62.9 
18.3 
48.5 

22.2 
35.8 
49.3 
14.0 
25.7 

24.1 
37.0 
49.9 
15.0 
26.1 

13.6 
23.3 
33.6 
12.2 
30.2 

16.7 
23.7 
33.4 
14.1 
25.4 

Table 4. Test powers when samples are taken from three Exp (0.75) distributions (%)
 
Tablo 4. Örnekler Exp (0.75) dağılımlarından alındıklarında testin güç değerleri (%)
 

Effect Size n 
F PF W PW F PF W PW F PF W PW 

Δ=0.50 

5:5:5 
10:10:10 
15:15:15 

3:4:5 
5:10:15 

8.2 
13.2 
17.6 
6.6 
13.3 

9.7 
14.6 
18.6 
7.4 
14.2 

9.2 
14.6 
19.6 
9.2 
22.8 

10.8 
14.5 
18.5 
10.2 
18.8 

6.7 
11.0 
16.8 
3.4 
4.9 

8.7 
13.2 
19.1 
4.1 
5.7 

4.6 
8.1 
11.7 
4.4 
14.0 

6.6 
8.4 
11.4 
6.1 
9.2 

7.5 
11.2 
16.9 
3.9 
3.7 

10.1 
13.7 
19.7 
4.8 
4.1 

5.1 
6.8 
9.7 
4.8 
11.0 

8.1 
7.8 
9.8 
6.9 
7.8 

Δ=1.00 

5:5:5 
10:10:10 
15:15:15 

3:4:5 
5:10:15 

20.4 
39.3 
56.0 
18.6 
44.5 

22.6 
41.3 
47.5 
20.0 
45.9 

22.8 
45.1 
62.3 
23.1 
52.8 

24.6 
44.6 
61.2 
23.4 
50.5 

12.5 
28.6 
43.3 
6.3 
19.8 

16.4 
33.5 
46.6 
7.7 
21.9 

8.1 
19.4 
32.4 
7.3 
31.7 

11.0 
20.0 
31.6 
9.4 
24.0 

10.0 
21.8 
34.9 
4.9 
10.6 

13.7 
26.6 
39.3 
6.2 
12.1 

5.4 
11.9 
20.3 
5.4 
20.7 

9.3 
13.6 
20.3 
8.3 
14.4 

Δ=1.50 

5:5:5 
10:10:10 
15:15:15 

3:4:5 
5:10:15 

42.9 
72.3 
88.2 
37.2 
77.2 

45.1 
73.6 
88.9 
38.5 
77.9 

48.4 
79.9 
93.2 
41.4 
80.9 

49.0 
79.6 
93.0 
41.1 
80.2 

24.2 
55.8 
77.0 
14.7 
48.6 

31.4 
60.8 
79.4 
17.7 
51.7 

15.5 
43.3 
65.8 
14.3 
58.2 

20.8 
44.8 
65.5 
17.0 
49.8 

15.4 
38.8 
61.1 
7.3 
25.7 

21.0 
45.7 
66.0 
9.2 
28.6 

8.2 
22.6 
39.7 
7.1 
37.1 

13.2 
24.4 
40.4 
10.6 
27.0 
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When distribution was Exp (0.75) and variances were 
homogeneous, the PF test was slightly more powerful 
than the F test (Table 4). The W test was also slightly 
more powerful than the PW test, except for very small 
sample sizes under small and moderate effect size (Δ = 
0.5 and Δ = 1.0). For large effect size (Δ = 1.50), on the 
other hand, both tests produced similar power values. 
When variances were heterogeneous, the PF test was 
more powerful than the F test in general. When W and 
PW tests were compared, it was seen that the W test 
was more powerful under some conditions (for example 
when studied with 5:10:15 sample size combination), 
while, the PW test was powerful under some other 
conditions (for example when studied with 5:5:5, 10:10:10 
and 3:4:5 sample size combination). In some conditions 
(for example when studied with 15:15:15 sample size 
combination) W and PW had similar power values. 

DISCUSSION 

There are different statistical techniques which can 
be used to test the same hypothesis. However, none of 
these tests give reliable results in every trial condition. 
Therefore, the use of appropriate statistical methods for 
trial conditions according to the structure of the data set 
studied is very important in terms of the reliability of 
the results. In the determining the appropriate statistical 
methods, the two important criteria are keeping the 
Type I error rate at nominal level and having a high test 
power. As well known, analysis of variance is the most 
widely used statistical technique used when comparing 
group means in practice 29. However, it is negatively 
affected by deviations from normality and homogeneity 
of variances. This effect becomes clearer when studied 
with small sample sizes 1,2,23. In these situations, different 
solutions are applied. One of these solutions is the use 
of permutation versions of the mentioned tests. 

It has been noted that the permutation versions (PF 
and PW) of ANOVA F and W test generally give more 
reliable results in terms of protection of Type I error rate 
when variances are homogeneous, regardless of the 
distribution shape and sample sizes. On the other hand, 
as the number of observations increased, the Type I 
error rates in terms of F and W tests gradually resembles 
PF and PW tests. Routledge 24, Ludbrook and Dudley 25 , 
Corcoran and Mehta 26, Peres-Neto and Olden 5, Tussell 14 , 
Maggini et al.15, Balasubramani et al.27 and Koşkan 9 have 
indicated that permutation tests give more reliable 
results than the variance analysis in terms of the 
protection of Type I error at the nominal level, especially 
when studied with small sample size, but both tests 
produce similar Type I error rates as parallel to the 
increase of sample size. Type I error rate in terms of all 

tests gradually deviated from 5.0% when variances were 
not homogeneous. This deviation is more obvious in the 
permutation versions of these tests. This situation may 
be accepted as an indicator that permutation tests are 
negatively affected by the heterogeneity of variances. 
Different findings have been reported in the studies 
aimed at determining whether permutation tests or 
variance analysis or Welch test give more reliable results 
in terms of protection of Type I error rate at the nominal 
level, when variances are not homogeneous. For 
example, while Bracken 16 and Tanizaki 17 indicated that 
permutation tests gave more reliable results when 
variances were heterogeneous, Huang et al.28 reported 
that the use of permutation tests in testing H0 hypothesis 
when the variances were not homogeneous might 
increase Type I error rate. Accordingly, Koşkan 9 indicated 
that the effect of non-heterogeneous variance is clearer 
in permutation tests. With regard to experimental 
conditions, when F and W tests and their permutation 
versions PF and PW tests are compared in terms of test 
power, it is seen that F test is more powerful than PF 
when variances are homogeneous and distribution 
shape is skew (χ2 (3) and Exp [0.75]), no matter what the 
sample size and effect size are. On the other hand, 
parallel to the increase of sample size and effect size, 
both tests have gradually produced similar test power 
values. When distribution shape is symmetric but not 
normal (Beta [5.5]), the test power values in terms of 
both F and PF tests are quite similar. When variances of 
populations from which the samples are taken are 
heterogeneous, the PF test is stronger than the F test. 
Therefore, it can be suggested that the PF test can be 
preferred to the F test. When W and PW tests are 
compared in terms of test power, it is seen that the W 
test is slightly more powerful when variances are 
homogeneous, but in the case that variances are 
heterogeneous, except in unbalanced sample sizes, the 
PW test is slightly more powerful than the W test. If PF 
and PW tests are compared; it is seen that, when 
variances are homogeneous and distribution shape is 
skewed, the PW test is generally more powerful than 
F, and especially when variances are heterogeneous 
and the distributions are symmetric, PF test is powerful. 
With a general evaluation (considering both Type I 
error rate and test power together),  it  can be 
suggested that the PF test can be preferred when 
assumptions of normality and homogeneity of 
variances are not met together and PW test can be 
preferred when homogeneity of variances is fulfilled 
but the normality assumption is not satisfied as long as 
the sample sizes are equal (n>=5). On the other hand, it 
should be remembered that the real effects of these 
tests can be further advanced by more inclusive studies, 
involving more details. 
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