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Introduction
Biometric identification in animals, which provides 
unique identification/recognition of animals by utilizing 
their physical characteristics, has become an important 
tool in modern agriculture and livestock sectors [1]. 
These methods include fingerprint recognition, facial 
recognition [2], retina scanning [3–5], nose prints [6], body 
patterns [7], and DNA profiling [8]. These methods give 
each animal a unique identifier, facilitating easy detection 
in cases of loss or theft. Biometric identification in animals 
offers significant benefits not only in cases of loss but also 
in areas such as health monitoring, reproduction control, 
and feed consumption tracking [9].

One of the main advantages of biometric identification 
is that it does not negatively impact animal welfare. 
Traditional methods have been used for animal 
identification and recognition up until now. These 

traditional methods include ear notching, ear tattoos, 
branding, freeze marking, and ear tagging [10]. Traditional 
methods can cause stress in animals, increase the risk of 
infection, and even subject them to physically traumatic 
procedures.

Ear tagging is still widely used for animal identification 
and recognition [11]. This method involves attaching 
unique numbered tags to the animals’ ears. However, ear 
tagging has numerous disadvantages. For instance, the 
process can cause infections or irritation in the animals’ 
ears. Animals may experience stress, negatively affecting 
their production efficiency. If the animal moves its head 
during tagging or an issue arises, it can result in can result 
in torn ears. Additionally, animals can snag their tags on 
fences or other objects, leading to ear injuries. Moreover, 
the ear tagging method has environmental drawbacks. 
Tags frequently fall off, contributing to plastic waste and 
environmental pollution. The loss of tags necessitates re-
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Abstract

Animal welfare is a factor that directly affects productivity and is one of the cornerstones 
of sustainable agriculture and animal husbandry practices. Traditional identification 
methods cause animal stress and create opportunities for theft and fraud. This is 
because conventional identification methods, unlike biometric methods, do not use the 
animal’s natural features; therefore, the identity can be more easily copied or imitated. To 
minimize these problems and enhance animal welfare, this study proposes a computer-
aided animal identification and recognition system using retina biometrics. In this 
study: i) Experts manually segmented 80 RGB cattle retinal images. ii) The images were 
augmented using various angles, generating 540 images. iii) An identification system 
was developed using the U-Net, SA-UNet, and U-Net++ deep learning models. iv) The 
performance of the developed identification system was measured for both the original 
and augmented datasets using the Dice coefficient and IoU. The study’s findings show 
that the identification system’s most successful model was U-Net (with a validation 
accuracy of 97.4%). The findings of this study demonstrate that cattle identification and 
recognition systems using retinal images were achieved with high accuracy rates. This 
study investigates retinal recognition and evaluates the performance of deep learning 
models for retinal identification, while also providing a publicly available expert-
annotated ground truth dataset.
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tagging, which incurs additional costs and subjects the 
animals to stress again. Tags can also be easily removed 
or copied, leading to theft and fraud [12]. Consequently, 
insurance premiums are high, prompting animal owners 
to avoid insurance. These economic losses associated 
with ear tagging negatively affect animal owners and the 
national economy. Therefore, it is crucial to transition 
to more effective and modern identification methods to 
eliminate these problems.

Unlike biometric systems, other tracking methods monitor 
devices rather than animals. Modern technologies like 
biometric identification provide a safer and more effective 
way to identify and recognize animals individually. For 
example, biometric methods such as retina scanning 
can verify animals’ identities using their unique physical 
characteristics. As with ear tags, these methods can 
be performed without subjecting animals to external 
influences and stress. Additionally, since these methods 
involve scanning body parts, they do not produce waste 
and thus do not contribute to environmental pollution. 
Biometric methods cannot be copied, preventing fraud, 
and there is no risk of loss or deformation over the animal’s 
lifetime. These methods significantly reduce stress levels 
and protect animal welfare [13–15]. Transitioning to modern 
identification methods enhances animal welfare, promotes 
healthier and more efficient livestock practices, reduces 
the economic burden on animal owners, and supports an 
environmentally friendly approach, ultimately benefiting 
the national economy [16]. To promote these methods, 
necessary infrastructure and training support should 
be provided, and awareness should be raised within the 
industry.

In this study, a system for animal identification and 
recognition from retina biometry was developed using 
digital image processing methods. When the literature 
examines studies based on retinal images, it shows a 
limited number of studies and that these studies generally 
use ready-made software [17-24]. The retinal vascular pattern 
is a biometric identifier present from birth, remaining 
unchanged throughout the animal’s life and incapable 
of being imitated, making it the most secure biometric 
identification method [25]. This pattern can differ even 
between twins, clones, and the eyes of the same animal [26]. 
Obtaining retinal images is painless, easy, reliable, and cost-
effective. Other biometric structures, such as fingerprints, 
faces, palms, and irises, can be altered through plastic 
surgery, making them less secure than retinas. Numerous 
researchers have supported the use of retina imaging 
technology for identifying farm animals [4,19,22,24,27].

To transition to biometric systems, it is essential to first 
record the biometric data of animals in databases. However, 
few countries have started identification and recognition 
studies using biometric markers. Moreover, collected 

biometric data is kept private. This study investigates 
retinal recognition and evaluates the performance of 
deep learning models for retinal identification.  Previous 
studies have focused solely on animal identification 
without using deep learning methods. In addition to 
identification, we developed a recognition system in this 
study. This allows for comparing any given retinal image 
with all other images using a matching score, determining 
whether the image belongs to the same animal as the one 
with the highest match. Data was first collected in Türkiye 
using retina biometrics and deep learning to identify and 
recognize cattle. Labeled images are essential for training 
deep learning methods. Therefore, 80 retina images were 
annotated by experts to create a ground truth dataset. 
This number is relatively high, and the dataset manually 
labeled and frequently used for humans in the literature 
consists of 40 retinas (DRIVE Dataset). After training 
with this dataset, the identification performance of 
U-Net, SA-UNet, and U-Net++ deep learning models was 
compared. Finally, the recognition system performance of 
the U-Net model, which showed superior results in cattle 
identification, was evaluated.

The main contributions of this article are listed below:

•  Addressing a gap in literature focused solely on 
identification by developing a recognition system.

•  Demonstrating the effectiveness of deep learning 
models for retinal identification and recognition.

•  To compare the performances of U-Net, SA-UNet, and 
U-Net++ deep learning models in vessel segmentation. 

•  To compare the performances of BRISK (Binary Robust 
Invariant Scalable Keypoints), FAST (Features from 
Accelerated Segment Test), HARRIS (Harris Corner 
Detection), SIFT (Scale-Invariant Feature Transform), 
and SURF (Speeded-Up Robust Features) feature 
extraction methods. 

•  To publicly share an expert-annotated ground truth 
dataset of 80 retinal images.

Material and Methods
Ethical Statement

The study was approved by the Kafkas University Animal 
Experiments Local Ethics Committee in Turkey (Protocol 
number: KAÜ-HADYEK/2025-018).

Database Used

The animal material of this study was obtained by taking 
retinal images from 300 cattle brought to the Faculty of 
Veterinary Medicine of Kafkas University, Türkiye. The 
datasets used in this study were collected within the scope 
of previously published studies [3-5]. The breed, age, sex 
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and ear tag numbers of the cattle brought to the clinic 
were recorded. During the data collection phase, the sick 
animals were first examined in general clinically and 
recorded if any disease was detected. Then, images were 
collected in a closed environment using the Optomed 
Smartscope digital fundus camera, with at least two 
images from both the right and left eyes. The Optomed 
Smartscope digital fundus camera was used only to collect 
retinal images. Deep learning and image processing 
studies were performed with the models created within 
the scope of this article. 80 of the 300 cattle collected 
in this study were manually segmented and used by 
experts. The reason for selecting 80 images for manual 
segmentation is that the process is labor-intensive and 
requires expertise. In the literature, the maximum number 
of manually segmented retinal images for humans is 40 
(DRIVE Database), highlighting the challenge of this task.

Original RGB retina images captured with an Optomed 
portable fundus device were archived in JPG format at 
1536×1152 resolution. 80 RGB fundus images, manually 
segmented by experts, were resized to 512×512 while 
preserving the aspect ratio. The manually segmented 
binary images were saved in PNG format. The segmented 
image dataset has been publicly shared on Kaggle (https://
www.kaggle.com/datasets/animalbiometry/cattle-retinal-
fundus-groundtruth). 

Additionally, augmentation techniques were applied 
to the images to measure the models’ generalization 
performance. During field capture of retina images from 
animals, the device’s angle of grip could alter the angle 
of the retina image. Therefore, in this study, the dataset 
was augmented by rotating 80 original retina images by 
0°, 30°, 60°, 90°, 120°, 150°, and 180°. After augmentation, 
a total of 560 augmented retina images were obtained. 

Fig. 1 presents an example of an  RGB retina image and 
its labelled BW image. During the training phase of deep 
learning models, both original (n=80) and augmented 
(n=560) retinal images were utilized. Additionally, an 
independent set of 1,206 distinct RGB retinal images was 
employed to evaluate the models’ performance.

Retinal Vessel Segmentation And Feature Extraction

In this study, deep learning methods U-Net, SA-UNet, 
and U-Net++ were used to segment the retinal vascular 
structure of cattle. After vessel segmentation, features in 
the images were extracted using BRISK, FAST, HARRIS, 
SIFT, and SURF methods.

Deep Learning Models

The U-Net, SA-UNet, and U-Net++ deep learning 
models were utilized for retinal vessel segmentation. 
Each offers distinct approaches to enhance segmentation 
performance.

U-Net Model is a convolutional neural network developed 
for biomedical image segmentation [28]. The fundamental 
idea behind U-Net is to spatially reduce the image feature 
map size in the network to store only important features 
and discard less valuable data, then create a bottleneck to 
learn significant features and restore them to the original 
size. The architecture consists of encoder and decoder 
blocks. The contractive branch (encoder) uses traditional 
convolution to down-sample the image’s representation 
and produce a compressed feature representation of 
the input image. The expansive branch (decoder), 
complementary to the contractive branch, uses up-
sampling methods like transpose convolution to ensure 
the processed output is the same size as the input. In Fig. 
2, each blue box in the U-Net architecture corresponds to 
a feature map. Numbers written above the boxes represent 
channel numbers, and those in the bottom left corners 
indicate dimensions. White boxes denote copied feature 
maps, and arrows indicate different operations. The 
network structure of the U-Net algorithm used for retina 
vessel segmentation is schematically illustrated in Fig. 2.

Fig 1. A) Original RGB image, B) manually labelled (expert-annotated) 
image Fig 2. Diagram of U-Net architecture

https://www.kaggle.com/datasets/animalbiometry/cattle-retinal-fundus-groundtruth
https://www.kaggle.com/datasets/animalbiometry/cattle-retinal-fundus-groundtruth
https://www.kaggle.com/datasets/animalbiometry/cattle-retinal-fundus-groundtruth
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SA-UNet Model is widely used in medical image 
segmentation, various variants have been proposed to 
achieve even better performance. These variants have 
improved performance but have made the network more 
complex and less interpretable. To address these issues, 
Spatial Attention U-Net (SA-UNet) was proposed [29]. 
In the SA-UNet architecture, convolutional blocks are 
replaced with structured convolution blocks integrating 
DropBlock and BN (batch normalization). This enhances 
the network’s representation ability by focusing on vascular 
features and suppressing insignificant features by adding 
a few extra parameters. The SA-UNet network structure 
used for retina vessel segmentation is schematically 
illustrated in Fig. 3. The difference between vascular and 
non-vascular features in retina fundus images, especially 
in small and marginal vascular areas, is not distinct. 

U-Net++ Model, the encoder captures high-level features 
from the input image through a series of convolutional 
and pooling layers. At the same time, the decoder uses 

up-sampled representations of these features to generate a 
dense segmentation map. However, there can be a semantic 

gap between encoder and decoder features, which may 
challenge the decoder to reconstruct fine details and 
produce accurate segmentation. UNet++ addresses this 
semantic gap by introducing the concept of nested skip 
pathways. Multiple skip connections are placed between 
the encoder and decoder blocks at different resolutions. 
These connections allow the decoder to access and fuse 
both low-level and high-level features from the encoder, 
enabling a more comprehensive understanding of the 
image in finer detail [30]. The UNet++ network structure 
used for retina vessel segmentation is schematically 
illustrated in Fig. 4.

Feature Extraction Methods

BRISK, FAST, HARRIS, SIFT, and SURF methods were 
used for feature extraction in retinal images, and this 
section provides their descriptions, and the parameters 
used in the study. 

Binary Robust Invariant Scalable Keypoints (BRISK) 
is a feature extraction algorithm in computer vision and 
image processing. The processing steps of the BRISK 
algorithm are as follows:

1. Corner Detection: BRISK detects specific corner points 
in the image using a scale space (pyramid structure).  

2. Orientation Calculation: Each key point is assigned to 
an orientation value based on the bright variations of 
the surrounding pixels.  

3. Binary Descriptor Creation: Binary descriptors are 
created using the bright differences of pixel pairs 
around the key point.  

4. Matching: The binary descriptors are compared using 
Hamming distance to determine matches.  

5. Non-Maximum Suppression: This method identifies 
the strongest points to select the most prominent 
corners.  

6. Scalability: BRISK offers a scalable structure to 
accurately detect objects of different sizes.  

Features from Accelerated Segment Test (FAST) aims to 
identify prominent distinctive points (corners) in images. 
Corners are points that contain important information 
about the geometric structure of an object and are used in 
many applications, such as object recognition and image 
matching.  The steps of the FAST algorithm are as follows:

1.  Corner Candidate Detection: The algorithm detects 
corner candidates by comparing a specific pixel with its 
surrounding pixels. The pixels are evaluated based on 
the bright differences along a circular contour.

2.  Circle Definition: A circle with a radius of 16 pixels 
is defined around each corner candidate. The pixels 

Fig 3. Diagram of SA-UNet architecture

Fig 4. Diagram of UNet++ architecture
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within this circle are classified as brighter, darker, or 
similar in brightness compared to the central pixel.

3.  Threshold Value Check: The pixels on the circle must 
differ from the central pixel by a certain threshold 
value. If at least 12 pixels are found to be either brighter 
or darker than the center pixel, that pixel is considered 
a corner.

4.  Accelerated Check: The algorithm does not evaluate all 
16 pixels in the circle to determine the presence of a 
corner. Instead, it initially examines the diagonal pixels 
(e.g., pixels 1, 5, 9, and 13). The evaluation process is 
terminated if these four pixels fail to satisfy the corner 
criteria.

5.  Non-Maximum Suppression: Among the detected 
corners, the strongest ones are selected for feature 
extraction using the non-maximum suppression method.

The HARRIS method is a gradient-based corner detection 
algorithm. The steps for extracting features are as follows:

1. Gradient Calculation: Compute the gradients in the x 
and y directions around each pixel using Sobel or other 
edge detection operators to find the rate of brightness 
change.

2. Harris Matrix Formation: Using the gradients, 
construct a structure called the Harris matrix, which 
helps determine if a pixel is a corner.

3.  R Score Calculation: Calculate an “R” score for each 
pixel to classify it as a corner, edge, or flat region.

4. Corner Detection: If the R score exceeds a certain 
threshold, the pixel is marked as a corner; positive R 
indicates a corner, while negative R indicates an edge or 
flat area.

5. Non-Maximum Suppression: Filter the corners with 
high R scores using non-maximum suppression to 
identify and extract the strongest corners as features.

The introduced Scale Invariant Feature Transform (SIFT) 
method is an image descriptor for image-based matching 
proposed by David G. Lowe in 2004. The descriptor is 
used for numerous purposes in computer vision related to 
point-matching different views of a 3D scene and view-
based object recognition. The SIFT descriptor is invariant 
with translations, rotations, and scaling transformations 
in the image space and is invariant with perspective 
transformations and illumination changes [31].

The SIFT algorithm consists of four steps [32]:

1. Recognition of key points with scale space: Points of 
interest (key points) are detected by blurring images at 
different scales with a Gauss filter and creating different 
images (DoG).

2. Improvement of key points according to contrast and 
edge thresholds: The detected points of interest are 
positioned more precisely, and points with low contrast 
or located at the edges are eliminated.

3. Assigning the direction of each key point: Each key 
point is assigned a direction by calculating the gradient 
directions around it. This ensures that the features 
remain stable against rotations.

4. Creating feature definitions: Using the gradient 
magnitude and direction information around each key 
point, feature vectors are created. These vectors are 
used for comparison and matching.

SIFT is used to detect points of interest from a grey-level 
image, giving a summative description of local image 
structures in a local neighborhood around each point of 
interest. This descriptor is used to match corresponding 
points of interest between different images. SIFT is 
used for studies such as object categorization, texture 
classification, image alignment, and biometrics [33].

The Speeded Up Robust Features (SURF) method is 
an algorithm used for detection and recognition in the 
fields of image processing and computer vision [34]. SURF 
is a scale-invariant feature detector based on the Hessian 
matrix. Instead of using a different metric to select 
position and scale, a Hessian detector is used for both. The 
Hessian matrix is   a square matrix of second-order partial 
derivatives of a numerical field and is roughly analogous 
to using a series of box-type filters. The main interest of 
the SURF approach is that it quickly computes operators 
using box filters, thus enabling real-time applications such 
as tracking and object recognition [35].

The SURF algorithm consists of four main parts:

• Integral image generation

• Hessian detector

• Descriptive orientation assignment

• Creating an identifier

The integral image  is calculated with Equation 1. 

   (1)

Here I is the input image. The time required for the 
calculation is invariant to change in size. The Hessian 
matrix is given in Equation 2.

  (2)

, is the convolution of the second-order Gaussian 
derivative with the image at x = (x, y).  ve  are 
treated similarly. The determinant of this matrix is   used 
to find points of interest. Each point is compared to eight 
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points on the local scale, nine points on the upper scale, 
and nine points on the lower scale.

Table 1 provides the parameters used in the study to 
obtain features from retinal vessels using the BRISK, 
FAST, HARRIS, SIFT, and SURF methods.

Performance Measures

This study used accuracy, validation, and loss metrics to 
measure the training performances of U-Net, SA-UNet, 

and U-Net++ models. The 5-CV technique was used when 
training the models [4] FAR, FRR, precision, recall, and 
accuracy metrics were used to measure the recognition 
performance of the learning models, and the matching 
score approach was used to measure the identification 
performance of the models.

Accuracy is the ratio of correctly matched retinal images 
to the total number of retinal images, calculated as in 
Equation 3. This metric shows how accurately the model 
makes predictions during training.

 
(3)

Validation is the evaluation made on images that have 
not been used in the training data set before. It shows the 
model’s success on new data (that it has not seen before). 
This doesn’t happen based on the data the model sees 
during training, so predicting how well the model can 
perform on real-world data is important. Its formulation 
is the same as accuracy; only the data set changes.

Loss: the BCEDiceLoss function was used to calculate 

losses in cattle identification. BCEDiceLoss consists of 
the combination of Binary Cross Entropy (BCE) and Dice 
loss. Binary cross-entropy loss (BCE) is used to evaluate 
the probability that a pixel belongs to a particular class. On 
the other hand, Dice loss is mainly used in segmentation 
tasks and is known for determining object boundaries 
more effectively. Dice loss evaluates performance by 
measuring the agreement between pixels predicted by 
the model and actual labels. BCEDiceLoss combines the 
advantages of these two functions, allowing the model to 
increase pixel-wise accuracy and detect object boundaries 
more precisely. Thanks to this integration, the model’s 
overall performance is improved, and the cattle retinal 
identification process is aimed at being more efficient 
and accurate. BCEDiceLoss function is calculated as in 
Equation 4.

BCEDiceLoss=BCELoss+(1−DiceLoss)  (4)

The purpose of the recognition system is to check 
whether the cattle whose retina has been scanned are in 
the database. According to the optimum threshold value 
determined here, whether the animal is in the database 
or not is questioned. The study defined the value at which 
the FAR metric was minimized as the optimum threshold 
value. According to the determined threshold value, 
the recognition performance of U-Net, SA-UNet, and 
U-Net++ models was measured with FAR, FRR, precision, 
recall, and accuracy metrics.

False Acceptance Rate (FAR) is a metric that expresses 
the rate at which cattle not in the database are mistakenly 
accepted as being in the database when checking whether 
the cattle whose retinas have been scanned are in the 
database. This ratio is used to evaluate the reliability and 
accuracy of the recognition system. The FAR formula is 
given in Equation 5.

    (5)

False Rejection Rate (FRR) is a metric that expresses the 
rate at which cattle in the database are mistakenly rejected 
as if they were not in the database while checking whether 
the cattle whose retina was scanned are in the database. 
This ratio is used to evaluate the accuracy and reliability 
of the recognition system. FRR is calculated as the rate at 
which the system cannot recognize correctly registered 
cattle, as in Equation 6.

    (6)

Precision refers to the ratio of cattle recognized by 
the system as existing in the database, among the cattle 
actually in the database, when checking whether the cattle 
whose retinas have been scanned are in the database. In 
other words, it is the ratio of the system’s true positive 

Table 1. Model parameters of feature extraction methods

Method Parameter/Value

BRISK
thresh = 0
octaves = 3
patternScale = 1.0f

FAST nonmaxSuppression = False
threshold = 10

HARRIS

maxCorners = 1000
qualityLevel = 0.01
minDistance = 10
blockSize = 5
k = 4
mask = None

SIFT

nfeatures = 3000
nOctaveLayers = 30 
contrastThreshold = 0.04 
edgeThreshold = 1000
sigma = 1.6

SURF

hessianThreshold = 100
nOctaves = 4
OctaveLayers = 30
Extended = False
upright = False
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predictions to the total positive predictions and is 
calculated as in Equation 7.

     (7)

Recall refers to how many of the cattle in the database 
are correctly recognized by the system when checking 
whether the cattle whose retinas have been scanned are in 
the database. It is the ratio of true positive predictions to 
total true positives and is calculated as in Equation 8.

     (8)

The primary purpose of the identification system is to 
compare the retinal image of the tested cattle with all 
cattle retina images in the database to obtain a match 
score between retina pairs. The match score gives us the 
percentage of how many distinctive feature points of the 
two compared images overlap. The identification process 
is successful if the images with the highest match score 
belong to the same cattle. In this case, the identity of the 
cattle the system tests are determined by finding the closest 
match in the database. The match score is calculated using 
the formula in Equation 9.

 (9)

MatchingPoints represents the number of matching 
feature points between the reference and test images. 
pointImg1 indicates the total feature points in the 
reference image, and pointImg2 indicates the total feature 
points in the test image.

Results
This study used U-Net, SA-UNet, and UNet++ deep 
learning models  for retinal biometric identification 
and recognition. Animal identification and animal 
recognition are distinct and equally important processes. 
Animal recognition focuses on determining whether 
an unknown animal exists in the database. In contrast, 
animal identification informs the user which animal 
matches the unknown animal in the database. To increase 
the efficiency of livestock farming, particularly in large-
scale animal farms, it is crucial to implement identification  
and recognition processes. During the training phase of 
the models applied for identification and recognition, the 
parameters listed in Table 2 were used. These parameters 
were determined based on experimental studies.

The 5-fold cross-validation method was used when 
training the models [36]. Each part was used for testing, 
while the remaining was reserved for training. The model’s 
accuracy was generalized by taking the average of these 
five folds. Average Dice Similarity Coefficient (Dice) and 
Intersection Over Union (IoU) were used to quantitatively 

evaluate the performance of the methods and compare 
them with others. In Table 3, IoU and dice are calculated 
for two data sets (original and augmented) of each model 
and presented next to the ± deviation value.

Table 3 compares different models’ performance using 
Dice and IoU (Intersection over Union) metrics. Dice 
Score is a metric that measures the similarity of two 

clusters. Values   closer to 1 indicate that the model 
shows better segmentation performance. IoU (Jaccard 
Similarity) measures segmentation success by evaluating 
the intersection and union ratio. High IoU values   suggest 
that the model distinguishes the target object better. As 
can be seen from Table 3, when the data augmentation 
method is used, an improvement is observed in the Dice 
and IoU values   of all models. In particular, the IoU and 
Dice scores of the U-Net and SA-UNet models showed the 
highest performance.

As seen in Table 3, U-Net and SA-UNet models are the 
most successful models in retinal vessel segmentation, 
with a success rate of 0.983±0.000 from the Dice method 
and 0.966±0.001 from the IoU method. The U-Net++ 
model showed a very close but lower performance than 
the other models. When the performances of these models 
were compared in terms of accuracy, verification, and loss 
metrics, the results in Table 4 were obtained.

Table 2. Training parameters of U-Net, SA-UNet, and UNet++ models

Parameter Value

Optimizers Adam

Loss BCEDiceLoss

Size 512 x 512

K_Folds 5

Batch_size 2

Epochs 300

Learning Rate 0.001

LR Scheduler ReduceLROnPlateau

Scaler GradScaler

Table 3. Quantitative results of the models for the animal identification 
system (mean ± SD)

Dataset Model Dice IoU

Original

U-Net 0.977±0.001 0.954±0.001

SA-UNet 0.976±0.001 0.954±0.001

UNet++ 0.976±.001 0.953±0.002

Augmented

U-Net 0.983±.000 0.966±0.001

SA-UNet 0.983±0.000 0.966±0.001

UNet++ 0.982±.001 0.965±0.001

https://stackoverflow.com/questions/51889378/how-to-use-keras-reducelronplateau
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Table 4 compares the performance of U-Net, SA-UNet 
and U-Net++ models during training. Training accuracy 
represents the model’s accuracy on the training data, 
while validation accuracy indicates its performance  
on the validation data. The loss function reflects the 
model’s error rate, with lower values indicating better 
optimization. When data augmentation is applied, an 
increase in both training and validation accuracy is 
observed across all models, while the loss function values 
decrease. This demonstrates that data augmentation 
enhances the model’s learning capacity and generalization 
ability.

In conclusion, when considering Table 3 and Table 4 
together, the U-Net model is the most successful in 
vessel segmentation, achieving a validation accuracy of 
0.974±0.000. 

Fig. 5 presents the intersection of the vessel patterns 
segmented by the U-Net model with the manually 
segmented vessel patterns for the most successful model. 

In these retina images belonging to two different animals, 
the red indicates manually annotated vessels, while the 
green shows the sections matched by the U-Net model.

The developed computer-aided cattle identification and 
recognition system aims to prevent theft and fraud while 
ensuring animal welfare. The feasibility of such systems 
continues to be explored, as research in this area is ongoing. 
The findings obtained in this study demonstrate that the 
identification and recognition system can be successfully 
implemented. In this study, after evaluating the training 
performances of the models for identification in Table 
3 and Table 4, a recognition system based on U-Net 
was developed. The augmented dataset was used in the 
recognition system because higher success was achieved 
with this dataset. The advantage of this dataset is its higher 
generalization capability due to the inclusion of images at 
different angles. The performance of five different feature 
extraction methods (BRISK, FAST, HARRIS, SIFT, and 
SURF) used in the  developed U-Net-based recognition 
system was measured, and the results are presented in 

Table 4. Comparison of performances of U-Net, SA-UNet, and U-Net++ 
models in identification

Dataset Model Training 
Acc (%) Test Acc (%) Loss (%)

Original

U-Net 96.9±0.2 96.6±0.2 6.9±0.3

SA-UNet 96.9±0.1 96.6±0.1 6.9±0.3

U-Net++ 97.0±0.1 96.6±0.1 6.9±0.1

Augmented

U-Net 97.8±0.1 97.4±0.0 5.1±0.1

SA-UNet 97.8±0.1 97.4±0.1 5.1±0.1

U-Net++ 97.7±0.1 97.3±0.1 5.2±0.1

Fig 5. Ground truth U-Net matching result A) sample 1, B) sample 2

Table 5. Performance of the animal recognition system for the augmented dataset

Method FAR 
(%)

FRR 
(%)

Precision 
(%)

Recall 
(%)

Accuracy 
(%) Threshold Exe.Time 

(s)

BRISK 18.52 17.49 97.84 82.51 82.42 30.50 1.80

FAST 10.34 12.84 98.75 87.16 87.40 22.60 4.80

HARRIS 11.03 11.40 98.33 88.60 88.64 36.90 0.24

SIFT 20.51 20.91 99.14 79.09 79.10 33.40 6.00

SURF 30.77 30.76 99.03 69.24 69.24 25.50 216.00
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Table 5. In addition, the execution times of the methods 
are also shown in Table 5. As can be seen from Table 5, the 
fastest model is HARRIS with 0.24 sec.

As shown in Table 5, feature extraction from the retinal 
vessels was performed using the BRISK, FAST, HARRIS, 
SIFT, and SURF models. The threshold values in Table 
5 were determined experimentally and represent the 
optimal values that maximize the system’s performance. 
These values indicate the degree of match between the 
retinal features of the scanned animal and those in the 
database. Specifically, suppose a value smaller than the 
threshold shown in Table 5 is obtained when matching an 
animal’s retina with the database. In that case, it indicates 
that the animal is not present in the database. For instance, 
in the model where features were extracted using the  
SIFT method segmented by the U-Net technique, a 
threshold level above 33.4 suggests that the scanned 
animal is present in the database, meaning it has been 
previously identified.

BRISK exhibits relatively high false acceptance (FAR: 
0.1852) and false rejection rates (FRR: 0.1749). However, its 
precision is high at 0.9784, suggesting strong performance 
in minimizing false positives. Despite this, with a recall 
of 0.8251 and accuracy of 0.8242, BRISK demonstrates 
average overall performance compared to other methods.

FAST presents one of the lowest false acceptance (FAR: 
0.1034) and false rejection (FRR: 0.1284) rates. Its precision 
(0.9875) and recall (0.8716) are high, and with an accuracy 
of 0.8740, FAST outperforms BRISK, indicating superior 
recognition accuracy.

HARRIS also shows low FAR (0.1103) and FRR (0.1140), 
along with high precision (0.9833) and recall (0.8860). 

These metrics demonstrate that the method effectively 
minimizes false positive and false negative results, 
achieving an overall accuracy of 0.8864.

SIFT, while having slightly higher false acceptance (FAR: 
0.2051) and false rejection (FRR: 0.2091) rates than other 
methods, achieves high precision at 0.9914, implying that 
false positives are rare. Nevertheless, its recall (0.7909) 
and accuracy (0.7910) remain average.

SURF displays the highest FAR (0.3077) and FRR (0.3076) 
values, indicating significant false acceptance and 
rejection levels. Although SURF’s precision is excellent at 
0.9903, its recall (0.6924) and accuracy (0.6924) are lower 
than the other methods.

Table 6 presents the confusion matrices obtained. The 
recognition process was performed using the matching 
scores given in Equation 9. Table 6 shows correct and 
incorrect predictions for features obtained using the 
BRISK, FAST, HARRIS, SIFT, and SURF methods with 
these scores. In the confusion matrix, the (+) label shows 
the correctly identified ones, while the (-) label shows the 
incorrectly identified ones. Table 6 shows that the number 
of animals correctly identified in the database is relatively 
high. However, the rate of incorrectly identifying a foreign 
animal not in the database is also higher. Overcoming 
this issue is believed to be achievable by increasing the 
number of animals in the database as much as possible. 
Additionally, having a more significant number and 
variety of retina images for the animals in the database 
will help address this issue.

In conclusion, the HARRIS method is the most successful 
model due to its low false acceptance and rejection 
rates  and  high precision and recall values. While FAST 
also demonstrates strong performance, HARRIS achieves 

Table 6. Confusion matrix of the recognition system (for 1206 test retina images)

BRISK FAST

Actual Label
(-) 88 20

Actual Label
(-) 104 12

(+) 192 906 (+) 140 950

 (-)  (+)  (-)  (+)

Predicted Label Predicted Label

HARRIS SIFT

Actual Label
(-) 121 16

Actual Label
(-) 31 8

(+) 129 940 (+) 244 923

 (-)  (+)  (-)  (+)

Predicted Label Predicted Label

SURF

Actual Label
(-) 18 8

(+) 363 817

 (-)  (+)

Predicted Label
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the highest accuracy and recall, making it the most 
effective method overall. SIFT, although showing excellent 
precision, has relatively lower recall and accuracy. BRISK 
and SURF exhibit lower overall success rates. Therefore, 
HARRIS emerges as the best-performing method in this 
study. These results revealed that the U-Net+HARRIS 
based recognition system can be used effectively.

Discussion
This study used deep learning methods for animal 
identification and recognition from retinal images. Our 
findings demonstrated high accuracy rates, suggesting that 
the developed system is suitable for practical applications 
in animal biometric identification.

Previous studies have also emphasized the potential of 
retinal images as a unique biometric identifier in livestock. 
For example, Barry et al.[17] and Rojas-Olivares et al.[24] 
reported that retinal imaging technology is effective in 
distinguishing individual sheep and lambs, respectively. 
Similarly, Gionfriddo et al.[18] demonstrated the feasibility 
of using retinal images for identifying individual dogs. 
These studies primarily relied on traditional image 
analysis or proprietary software, whereas our study 
utilized deep learning models, achieving significantly 
higher segmentation and identification performance.

In terms of segmentation, our U-Net model achieved 
a Dice score of 0.983±0.000 and an IoU score of 
0.966±0.001 on the augmented dataset, indicating 
excellent vessel segmentation performance. Comparable 
research by Mustafi et al. [20] using retinal images for goat 
identification reported moderate segmentation accuracy 
without deep learning enhancements, highlighting the 
performance advantage of our approach. Regarding the 
recognition system, while previous studies such as Allen 
et al.[22] mainly evaluated retinal images through manual 
or semi-automatic feature matching, our deep learning-
based system combined automatic vessel segmentation 
with feature extraction techniques (BRISK, FAST, 
HARRIS, SIFT, SURF), resulting in a recognition accuracy 
of 88.64% with the HARRIS method. This is a significant 
improvement over the conventional methods reported  
in earlier works [17,19,22].

One limitation of our study is the manual segmentation 
of retina images, which, although reviewed for accuracy, 
can introduce subjective variability. Similar concerns 
were noted in earlier works where manual annotation  
was used [17,24]. Future studies can benefit from larger  
datasets and the application of semi-automatic or fully 
automatic annotation methods. Another noteworthy 
contribution is the public release of our annotated dataset 
and source code, which contrasts with prior studies 
where data and methods were often proprietary [3-5,22]. 

This openness is expected to accelerate multidisciplinary 
research in animal biometrics.

The differences between this study and  the existing 
literature are as follows:

•  All studies have focused on identification, meaning 
they check whether the animal is in the database. 
In this study, we developed both identification and 
recognition systems.

•  Almost all studies in the literature have performed 
recognition using the software embedded in retinal 
imaging devices. In this study, we implemented the 
steps of digital image processing individually.

•  The retinal images collected in previous studies are 
private, while the dataset in this study is publicly 
available on Kaggle.

•  In our previous work, we only developed an 
identification system using image preprocessing 
methods, while this study demonstrates that deep 
learning models are more successful.

The proposed biometric identification and recognition 
system has a high potential for industrial and commercial 
use. In the livestock sector, especially in large-scale farms 
and meat production facilities, animal identification 
and tracking are critical requirements. While traditional 
methods rely on physical identification tools such as ear 
tags or microchips, biometric systems offer a more reliable 
and tamper-proof alternative.

The proposed system can make important data such as 
vaccination history, health status and genetic information 
of animals accessible quickly and accurately. This can 
increase efficiency by improving disease management 
and lineage tracking processes. At the same time, it can 
provide great convenience in animal trade and pre-
slaughter health checks and traceability requirements. 
Considering the increasingly stringent traceability and 
animal welfare standards of the European Union and 
other international markets, it is also possible for this 
system to create a competitive advantage in global trade. 
In addition, biometric identification has great potential 
in improving quality control processes in meat and 
dairy production, increasing food safety, and providing 
consumers with more transparent information. In today’s 
world where interest in sustainable agricultural practices 
is increasing, adopting such technologies can contribute to 
the digitalization of the livestock sector and accelerate its 
integration into modern agricultural systems. Therefore, 
the proposed biometric identification and recognition 
system has an important practical application in terms  
of efficiency, security, and traceability in the livestock 
sector, beyond being just an academic research topic.

In conclusion, a deep learning-based computer-aided 
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animal identification and recognition system was 
developed using retinal images. A computer-aided 
identification and recognition system can significantly 
contribute to the agriculture and livestock sector, 
enhancing animal welfare. According to the study’s 
findings, the U-Net deep learning-based system achieved 
an identification accuracy of 97.4%. The system’s 
identification accuracy pertains to determining whether 
an animal whose retina has been scanned has been 
previously identified. The recognition accuracy of the 
developed system was 88.64%, with a precision of 98.33%. 
The lower accuracy value of biometric recognition than 
identification can be explained as follows. 

Biometric identification involves determining the specific 
identity of an animal among all animals in the database, 
enabling the tracking of its vaccination, health, and 
lineage records. In contrast, biometric recognition simply 
determines whether an animal exists in the database 
without specifying its identity. Biometric recognition is 
the process of determining whether an animal is in the 
database. Large herds, especially in animals such as cattle 
that are raised in different places and can be sold before 
being slaughtered, can be difficult to trace the origins. For 
this reason, biometric recognition can easily determine 
which animals belong to you. However, false matches or 
misses may occur since the system only answers “yes” or 
“no” in this process. When working with large data sets, 
errors can occur due to false negatives (not found in the 
database) or false positives (assumed to be present even 
though not in the database). The error rate can increase, 
especially when animals with similar retinal patterns are 
involved. Tracking animal movements increases efficiency 
and contributes to preserving meat quality by reducing 
the risk of disease spread.

Publicly available ground truth datasets of manually 
segmented animal retina images are scarce, posing 
challenges for multidisciplinary research in animal 
husbandry. This study contributes to the increase in 
multidisciplinary research, enabling the development of 
more successful identification and recognition systems. 
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