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Introduction
In recent years, research in artificial intelligence has gained 
significant attention and made notable advancements. 
The most popular tasks performed using AI models are 
prediction/classification [1,2] and regression problems [3,4]. 
However, in veterinary medicine, the use of this 
technology has not yet been as developed as in other areas. 
Nonetheless, studies conducted in veterinary medicine 
have demonstrated the potential for achieving successful 
results with this technology [5,6]. 

Horse health is one of the essential fields where artificial 
intelligence technology should be applied. This is because 
horses are valuable animals, often used in racing. Acute 
abdominal (colic) is one of the horses’ most commonly 
encountered health issues. Colic presents a severe, health 

problem for horses and can result in death if not treated 
promptly. This issue is closely tied to a substantial 
economic impact and is a significant concern for horse 
owners [6]. Approximately 90% of colic cases in horses 
resolve spontaneously or with medical treatment, but 
the remaining 10% of colic cases can be fatal if not 
treated surgically [7]. Therefore, veterinarians strive to 
protect horses’ health by recognizing colic symptoms 
and providing rapid intervention. At this point, artificial 
intelligence models come into play, offering fast and 
accurate predictions, and they can be used as a supportive 
tool in veterinarians’ decision-making processes.

Artificial intelligence systems are based on mathematical 
models and require training using sample data. This 
training data includes the information that helps the 
model learn the desired outputs. Artificial intelligence is 
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Abstract

Artificial intelligence (AI) technology, while less advanced than in human medicine, 
holds significant potential in the field of veterinary medicine. This technology offers 
a range of essential benefits, such as disease diagnosis, treatment planning, disease 
control, and overall animal health improvement. Based on clinical data, this study 
uses 15 AI models to predict the necessity of surgery and the likelihood of survival in 
horses displaying symptoms of acute abdominal pain (colic). By comparing surgical and 
survival predictions across the original, imputed missing values, and balanced datasets, 
we determine the most effective dataset based on the average accuracy of the 15 AI 
models. Furthermore, we explore the potential for improved accuracy with a reduced 
feature set by calculating feature importance scores for surgery and survival predictions. 
Our results indicate that the balanced dataset achieved the highest average accuracy for 
predicting surgery and survival, with 80.76% and 77.96%, respectively. The Random 
Forest (RF) model outperformed others as the most accurate model for both surgery 
(accuracy = 85.83, Area Under the Curve [AUC] = 0.906) and survival prediction 
(accuracy = 80.75, AUC = 0.888). It was observed that reducing the number of features 
in the dataset by 56% led to an increase in surgery prediction accuracy to 86.38%. 
Similarly, when the number of features was reduced by 24% for survival prediction, the 
prediction performance increased to 83.75%. This study emphasizes the importance of 
the precise implementation of artificial intelligence techniques in veterinary medicine, 
which can significantly enhance model performance.
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used to enhance computers’ learning, decision-making, 
and problem-solving capabilities, and new models and 
applications are continuously being developed.

Artificial intelligence has been used in the field of 
veterinary medicine for body weight prediction [8], 
diagnostic radiology [9], blood sample value estimation [10], 
diagnosis of infectious and inflammatory disorders [11], 
classification of radiographs [12], animal diagnosis [13], milk 
yield prediction [14], and determination of bone fracture 
locations [15]. In a search conducted in the WOS database 
using the keywords “Horse colic + artificial intelligence,” 
“Horse colic + machine learning,” and “Horse colic + data 
mining,” a relevant study was found. In this study, Fraiwan 
used artificial intelligence methods to predict with an 
accuracy rate of 76% and 85% the need for surgery and 
survival of horses with colic [6].

This study aims to make accurate surgery and survival 
predictions for -horse colic. For this purpose, the 
dataset used in the study contains missing values and 
is imbalanced. To address the difficulties posed by the 
dataset and achieve accurate predictions, the artificial 
intelligence methodology was meticulously implemented, 
and the prediction outcomes were evaluated at each stage.

The key contributions of this study are summarized as 
follows:

· This study demonstrates that accurately completing 
missing values in the dataset using the missForest method 
enhances prediction performance.

· This study addresses the issue of data imbalance by 
employing the SMOTE method and discovers that a 
balanced dataset enhances prediction performance.

· The study evaluates the performance of 15 AI models 
using accuracy and AUC statistical measures, and as a 
result, it indicates that the RF model outperforms other 
models.

· The study shows that a higher degree of surgical success 
and accuracy in predicting survival may be achieved by 
using fewer features.

Material and Methods
System Architecture

This study applied a series of steps to predict the need for 
surgical intervention and the probability of survival for 
horses with colic. The results obtained from the models 
may vary according to the dataset and the applied process 
steps [16]. Therefore, researchers can reduce or augment 
these steps according to the dataset and needs. The 
flowchart showing the classification process is shown in 
Fig. 1, and the subsequent sections provide a thorough 
explanation of each stage.

Used Dataset

The dataset used in this study is publicly accessible 
online [17]. The dataset, containing medical data for 299 
horses, consists of 27 features, with 25 used as inputs and 
two as outputs. The ‘surgery’ variable used as an output 
indicates whether the horses underwent surgery. The 
other output variable contains information about whether 
the horse survived. Table 1 provides the characteristics of 
the features in the dataset, their types, feature information, 
missing value statistics, and information on using them as 
input/output in artificial intelligence models.

Data Transformation

Data transformation is the process of modifying or 
reshaping data to make it more suitable for dataset 
analysis or modeling [18]. This process improves data 
quality, ensures better model performance, and enhances 
data comprehensibility. Common data transformation 
techniques include feature scaling, normalization, trans-
formation of categorical data, and handling outliers.

In this study, the dataset was transformed using 
categorical data transformation techniques. For example, 
the temperature of the extremities feature, with values 
normal, warm, cool, and cold, was transformed into 0, 1, 
2, and 3, respectively. All categorical features underwent 
this transformation. Additionally, since the study aims 
to predict the survival status, the survival variable was 
assigned 0 for lived and 1 for dead and euthanized horse 
samples. The dataset used for predicting surgery and 
survival after data transformation was referred to as the 
original dataset.

Missing Value Imputation

In scientific research, researchers may encounter 
incomplete data collection, which may deviate from 
their anticipated parameters. Imputation is one of the 
popular data analysis approaches aimed at filling in 
missing data to make them usable [19]. The presence of 
missing values in the dataset presents a challenge for the 
planned analysis. The reason for this is that almost all 
classical and contemporary statistical techniques have 
been developed based on the assumption that the dataset 
is comprehensive [20]. In this study, Cihan [20] compared the 
accuracy performances of mean, kNN, SVD, bPca, and 

Fig 1. Flowchart for predicting of horse surgery and survival
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missForest imputation methods. The analysis revealed 
that the missForest method successfully handled missing 
data in all different datasets. As a result, in this study, the 
missing values in the horseColic dataset were imputed 
using the missForest method.

The MissForest method utilizes Random Forest to predict 
missing values. It creates a separate Random Forest model 
for each missing variable. It uses these models to predict 
the missing values by considering the relationships 
between the missing variables, other complete variables, 
and the output variable [21]. This helps in accurately and 
reliably imputing missing data. The ‘missForest’ function 
in R programming was used to implement this method. 
This function completed the missing values in the dataset 
containing the ‘surgery’ output variable and then in the 

dataset containing the ‘survive’ output variable. In this study, 
the dataset version with missing values filled using the 
missForest method was referred to as the imputed dataset.

When applying artificial intelligence methods in WEKA, 
you can work with datasets that have missing values. 
WEKA ignores the missing data and does not use 
these instances in classification or artificial intelligence 
processes. Ignoring missing data results in a loss of 
information in the dataset. Therefore, it is essential to 
handle missing data properly.

Data Balancing

The situations where the output features (decision 
variables) in the dataset are not evenly distributed indicate 
that the dataset is imbalanced. Real-world datasets often 

Table 1. Characteristics and Information about the Horse Colic dataset

Feature Type Feature Information #NA Missing
Rate Direction

Age

Categoric

Adult, Young (<6 months) 0 0%

input

Temperature of extremities Normal, warm, cool, cold 56 19%

Peripheral pulse Normal, increased, reduced, absent 69 23%

Mucous membranes normal pink, bright pink, pale pink, pale cyanotic, bright 
red, dark cyanotic 47 16%

Capillary refill time < 3 seconds, >= 3 seconds 32 11%

Pain No pain, depressed, mild pain, severe pain, extreme pain 55 18%

Peristalsis Hypermotile, normal, hypomotile, absent 44 15%

Abdominal distension None, slight, moderate, severe 56 19%

Nasogastric tube None, slight, significant 104 35%

Nasogastric reflux None, > 1 liter, < 1 liter 106 35%

Rectal examination - feces Normal, increased, decreased, absent 102 34%

Abdomen Normal, other, firm, small intestine, large intestine 118 39%

Abdominocentesis appearance Clear, cloudy, serosanguinous 165 55%

Surgical lesion No: Non-surgical lesion/Yes: Surgical lesion 0 0%

Cp_data No: Pathology data not present/Yes: data present 0 0%

Rectal temperature

Numeric

Min: 35.4 - Max: 40.8 60 20%

Nasogastric reflux ph Min: 1 - Max: 7.5 246 82%

Pulse Min: 30 - Max: 184 24 8%

Respiratory rate Min: 8 - Max: 96 58 19%

Packed cell volume Min: 23 - Max: 75 29 10%

Total protein Min: 3.3 - Max: 89 33 11%

Abdomcentesis total protein Min: 0.1 - Max: 10.1 198 66%

Lesion_1 Min: 0 - Max: 41110 0 0%

Lesion_2 Min: 0 - Max: 7111 0 0%

Lesion_3 Min: 0 - Max: 2209 0 0%

Surgery Categoric No: horse had surgery/Yes: without surgery 0 0% output

Outcome (Survive) Categoric Lived, Died, Euthanized 0 0% output
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imbalanced [22]. In imbalanced datasets, the class with a 
small number of samples is referred to as the minority 
class, while the class with a large number of samples is 
called the majority class [23]. Imbalanced datasets can 
mislead influence classification results, so it is desirable in 
artificial intelligence studies that the decision variable is 
evenly distributed in the datasets used. There are various 
methods that can be applied to eliminate imbalance in the 
preprocessing step of the data. The Synthetic Minority 
Over Sampling Technique (SMOTE) is one of the methods 
that can be used to address this issue, and it has been used 
in this study to address the data imbalance. 

SMOTE is one of the most well-known and commonly 
used resampling methods. SMOTE creates new artificial 
minority class samples by interpolating among the existing 
minority class examples. This approach to generating 
synthetic samples was inspired by a technique used in 
handwritten character recognition. The method first finds 
the k nearest neighbors for each minority class example; 
then, it selects a random nearest neighbor. Subsequently, 

a new minority class example is created using the straight 
segment between a minority class example and its nearest 
neighbor. This process is repeated until both classes have 
an equal number of examples [24]. 

In this study, data balancing was performed using the 
SMOTE method after completing the missing values in the 
dataset. This dataset was referred to as a balanced dataset. 
For the survival output variable, the number of minority 
samples was increased by 47%, from 121 to 177, to balance 
the output sample size. Similarly, for the surgery output 
variable, the number of samples belonging to the minority 
class was increased by 48%, resulting in 180 ‘yes’ and 180 
‘no’ instances to balance the dataset.

Artificial Intelligence Models

In this study, colic horses’ surgery and survival statuses 
were predicted using fifteen artificial intelligence 
classification methods. A list of the artificial intelligence 
classification algorithms used in this study, along with 
their brief descriptions, is presented in Table 2.

Table 2. AI models used in this study

Categories Model Abbr. Description

Bayes

Bayes 
Network BN It is a probability theory-based graphical modeling approach. It uses a network structure that 

illustrates the relationships between variables and utilizes Bayes’ theorem to make predictions [25].

Naive 
Bayes NB Naive Bayes makes classifications based on the Bayes theorem and assumes independence between 

variables [26]. 

Functions

Multilayer 
Perceptron MLP It is one of the types of artificial neural networks. It makes complex decisions by mimicking the way 

the human brain works. It typically consists of input, hidden, and output layers. 

Simple
Logistic SL It is a classification algorithm that fits the data with a suitable curve and has the ability to express class 

predictions of input features using probability distributions.

Sequential 
Minimal 
Optimization

SMO
SMO is a classification algorithm based on Support Vector Machines (SVM). It maps the data into a 
high-dimensional space and provides a fit. It is developed to accelerate and optimize SVM training 
[27].

Lazy-learning 
algorithms

K-NN (K=1) 1NN
K-NN, to classify an instance, compares it with the classes of the K nearest neighbors. When a new 
data point arrives, K-NN calculates the K closest neighbors to this point, and by examining the classes 
of these neighbors, it determines the class of the new point. Since the choice of the K value can affect 
the classification results [28], different K values (1, 3, 5, 7) were tested in the study.

K-NN (K=3) 3NN

K-NN (K=5) 5NN

K-NN (K=7) 7NN

Meta-learning 
algorithms

Bagging REP Tree Bagg-Rep
Bagging, each base classifier is trained independently and combines their results to create a stronger 
and more stable classifier. This can enhance prediction performance. Since each base classifier is 
trained on a different training subset, Bagging can reduce variance, thereby improving the model’s 
prediction performance. In this study, prediction performances were tested using REP Tree, Random 
Forest, and Multilayer Perceptron as base classifiers.

Bagging Random 
Forest Bagg-RF

Bagging Multilayer 
Perceptron Bagg-MLP

Random 
Committe RC

It is a method that combines different classifiers to create a stronger classifier. First, it trains the 
dataset with random subsampling. Then, each classifier makes its own predictions. In the final step, 
the majority of these predictions are used to obtain the result [29]. In this study, Random Tree was used 
as the classifier.

Tree-based 
algorithms

Decision Tree DT

A decision tree is represented as a tree structure, and each internal node is associated with a feature. 
As the dataset progresses through this tree structure, a decision is made at each node, and the data 
point is directed along a branch based on the relevant feature’s value [13]. The C4.5 decision tree 
algorithm, known as J48 in WEKA, was used in this study.

Random Forest RF
It is an ensemble learning model that combines multiple decision trees. Each tree is trained on a 
random subset of the dataset, and this process is repeated randomly. Then, each tree classifies the 
data points, and the result of these classifications is subjected to majority voting [30].
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This study used the R programming language [31] and the 
WEKA 3.8.5 (Waikato Knowledge Analysis Environment) 
tool [32]. The R programming language was employed 
for imputing missing data and determining feature 
importance scores. The WEKA tool was used for data 
balancing and classification tasks. The K-fold cross-
validation (CV) technique was employed for both the 
training and testing phases of the classification methods. 
This technique divides the dataset into K equally sized 
subsets. While K-1 subsets are used for model training, 
the remaining subset is reserved for testing the model’s 
performance. This process is repeated K times, with each 
subset used once for testing. The average of the K results is 
used to combine classification outcomes and assess overall 
performance. The CV technique is crucial for impartially 
evaluating model performance because it utilizes the 
entire dataset for model training and performance testing. 
In this study, a 10-fold cross-validation was implemented.

Measurement of Models Performance

The study used the Accuracy (ACC) and the Area Under 
the ROC Curve (AUC) metric to evaluate the prediction 
performance of artificial intelligence models for surgery 
and survival. Accuracy represents the ratio of correctly 
identified cases to the total number of cases (Equation 
1). In this study, accuracy reflects the ability to correctly 
identify the need for surgical intervention and to 
accurately describe the horse’s survival status.

     (1)

The ROC curve is a graph that illustrates the variation in 
sensitivity and specificity at different threshold values, 
and the AUC measures the area under this curve. A high 
AUC value indicates that the model performs well and can 
classify accurately [33]. AUC was used to evaluate the ability 
to accurately predict the need for surgical intervention 
and the likelihood of a horse’s survival.

Feature Selection

Feature selection is a process that involves choosing the 
most relevant and informative features from a dataset 
while excluding less important ones. By doing so, the 
dimensionality of the dataset is reduced, leading to 
faster AI model execution, lower memory consumption, 
and a streamlined analysis process. However, model 
performance may not always improve after the feature 
reduction process. While removing some features may 
enhance predictive performance, in some cases, it risks 
losing important information.

In fields such as veterinary medicine, data collection can 
be a challenging and costly process. The more accurate 
predictions can be made with less data, the more time 
and cost savings can be achieved. In this study, we 

calculated feature importance scores for the surgery and 
survival variables. We used the “importance” function 
in R programming for this purpose [34]. This method 
measures the importance of each feature and provides an 
importance ranking. Feature importance was calculated 
based on the Gini importance criterion, which indicates 
each feature’s contribution to the model’s predictive 
performance. After calculating the feature importance 
scores, we measured predictive performance by iteratively 
removing features, starting with the least important ones. 
This process identified the feature group that yielded the 
highest predictive performance.

Results
In this study, the prediction performances of AI models 
were analyzed after applying pre-processing and post-
processing steps to achieve highly accurate predictions. 
In the pre-processing step, features in the dataset were 
transformed, missing values were handled, and data 
balancing procedures were carried out. In the post-
processing step, a feature selection process was performed.

For the prediction of surgery and survival, a comparative 
performance analysis was conducted using 15 different 
artificial intelligence models on three different versions 
of the dataset. The original dataset containing missing 
data (referred to as original), the dataset in which missing 
values were imputed using the missForest method 
(referred to as imputed), and the dataset that was balanced 
after imputation (referred to as balanced) were compared 
in terms of the prediction performance of 15 AI models 
in Table 3.

According to the findings obtained, it was concluded that 
the ‘balanced’ dataset had the highest average accuracy 
for both surgery and survival predictions (80.76% and 
77.96%, respectively). The dataset with the lowest average 
accuracy for both output variables was the original dataset 
(78.73% for surgery and 72.44% for survival).

According to the results presented in Table 3, the high 
accuracy value of the balanced dataset indicates that the 
processed and balanced version improved the accuracy 
of predictions. Therefore, the balanced dataset will be 
used for further procedures in the subsequent steps of the 
study. In evaluating the impact of datasets on prediction 
performance, using the average of 15 different AI models, 
rather than a single model, demonstrates that success is 
model-independent. 

Furthermore, to determine the most successful model in 
making surgery and survival predictions, the prediction 
performance of 15 AI models was compared internally. 
The accuracy of surgery and survival predictions for the 
balanced dataset can be seen in Table 3, and the AUC 
values are presented in Fig. 2.
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Feature selection was carried out to examine the impact 
of features in the dataset on prediction performance 
and, if possible, to make predictions with fewer features 
while achieving higher accuracy. The importance scores 
of features in the dataset were calculated using the 
importance function. In Fig. 3 and Fig. 4, the importance 
scores of features for surgery and survival datasets and the 
prediction accuracy obtained through RF classification 
are presented. 

When examining Fig. 3, it can be observed that the 
feature with the lowest importance for surgery prediction 
is lesion_3 (gini index = 0). Starting with the feature of 

lowest importance, features were iteratively removed  
from the dataset, and surgery prediction was made  
using the RF method. When all features were used,  
surgery was predicted with an accuracy of 85.83%, but 
when the 14 features with the lowest importance were 
removed from the dataset, the prediction accuracy 
increased to 86.38%.

As seen in Fig. 4, the accuracy rate of the survival prediction 
made using all features with the RF method is 80.75%. 
However, removing the least important six features 
from the dataset, increased the prediction accuracy to 
83.85%. These results demonstrate that removing the 

Table 3. Accuracy (%) results of models on different datasets for surgery and survival prediction

Model
Prediction of Surgery Prediction of Survival

Original 
Dataset Imputed Dataset Balanced

Dataset Original Dataset Imputed Dataset Balanced
Dataset

BN 77.59 76.92 75.27 72.57 75.58 79.15

NB 71.57 73.24 73.33 73.57 75.58 78.02

MLP 77.25 76.92 78.61 68.89 70.90 73.23

SL 80.60 80.26 81.66 70.23 70.24 77.46

SMO 79.93 80.60 81.66 69.89 73.24 77.18

1NN 73.24 74.91 79.72 68.56 72.57 78.87

3NN 74.58 75.91 81.11 68.56 75.58 80.00

5NN 77.59 79.59 83.05 68.56 74.25 79.72

7NN 77.59 79.26 82.22 69.23 73.24 80.28

Bagg-Rep 80.94 80.6 81.94 73.57 74.58 76.34

Bagg-RF 82.60 82.94 84.16 78.26 79.26 80.56

Bagg-MLP 80.26 81.93 80.83 73.91 75.25 76.34

RC 83.27 78.59 82.50 76.92 73.91 80.00

DT 81.27 79.59 79.44 77.25 74.58 71.55

RF 82.6 84.28 85.83 76.58 73.25 80.75

Average 78.73 79.04 80.76 72.44 74.13 77.96

Fig 2. AUC results of 15 AI models for A- surgery and B- survival 
prediction Fig 3. Impact of variables and RF prediction results on the Surgery Dataset
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least important features from the dataset enhances the 
performance of survival prediction.

These findings also indicate that feature selection improves 
the accuracy of surgery and survival predictions and 
that removing unimportant features can enhance model 
performance. The results also emphasize the importance 
of reducing model complexity to make more effective 
predictions in AI classification problems.

Discussion
In recent years, artificial intelligence methods have become 
widely used in various disciplines. However, in the field of 
veterinary medicine, the use of this technology has lagged 
behind and has yet to gain the expected popularity [6,35]. 
One of the primary reasons for the limited use of artificial 
intelligence in this field is that datasets are typically 
private and have limited accessibility. In human medicine, 
artificial intelligence has been extensively researched for 
many years, and there are many publicly available datasets. 
However, researchers often use data collected on animals 
in their own studies. The privacy of datasets hinders the 
development of interdisciplinary studies and restricts the 
transparency and accuracy of the obtained results [36]. We 
believe that sharing data publicly is a necessity for more 
interdisciplinary work in the field of veterinary medicine.

This study systematically applies artificial intelligence steps 
to the publicly accessible Horse Colic dataset on Kaggle, 
providing comparative results. Despite its publication 
many years ago, the Horse Colic dataset has yet to receive 
extensive study due to its complexity. The dataset includes 
data for 27 features from 299 horses, encompassing three 
types of data (continuous, discrete, and nominal). It also 
exhibits a relatively high rate of missing values (Table 1) 
and is imbalanced.

Missing values are a common issue in real-world dataset [37]. 

In some artificial intelligence applications, specific 
tools do not allow for model development on datasets 
containing missing data. In WEKA, artificial intelligence 
models can be used with datasets that include missing 
instances, but the missing samples are ignored. Both 
scenarios present challenges for researchers. Refrain 
from missing values further reducing the already limited 
number of examples in this field. Additionally, especially 
in medical datasets, accurately completing missing values 
is crucial to avoid making incorrect predictions. One of the 
primary objectives of this study is to fill in missing values 
in the dataset accurately. In many artificial intelligence 
applications, missing values in the dataset are either 
ignored or replaced with the mean value. However, several 
successful methods have been developed to complete 
missing values accurately. Mishandling missing values in 
a wrong or incomplete manner can lead to misleading or 
unreliable results. In this study, the missForest method, 
which has previously demonstrated its effectiveness, was 
used to impute missing values. The findings from the 
study indicate that the imputed dataset leads to more 
successful accuracy in surgery and survival predictions 
compared to predictions made with the original dataset.

The study’s secondary aim is to deal with the challenge 
of imbalanced data. This is because dealing with dataset 
imbalances is important in improving prediction 
performance. Data imbalance issues arise in fields like 
veterinary medicine, where rare events like death are 
represented by a limited number of examples in the 
datasets. These imbalances negatively affect the model’s 
learning process and prediction performance [38]. The 
SMOTE method was used in the study to address the 
dataset imbalance. When the prediction success of the 
balanced dataset is compared with the other datasets 
(original and imputed), the highest accuracy rates 
are obtained from the balanced dataset. These results 
demonstrate that carefully addressing data imbalance 
issues and using data balancing methods have a positive 
effect on the performance of model predictions.

The third main objective of the study is to identify the 
most effective artificial intelligence model for surgery 
and survival predictions. For this purpose, predictions 
were made using 15 different models. When comparing 
the performance of the models for surgery and survival 
predictions, it was concluded that the RF method is 
more successful than the other methods. The RF method 
has demonstrated successful results in solving various 
problems. Therefore, the RF method can be an effective 
option in various application areas in veterinary medicine.

The ultimate goal of the study is to make more successful 
predictions with fewer features in the dataset. This is 
because numerous dataset features can increase model 
complexity and raise the risk of overfitting. Therefore, 

Fig 4. Impact of variables and RF prediction results on the Survive Dataset
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feature selection makes the model more straightforward 
and effective. Additionally, since collecting medical data is 
a challenging process, making more accurate predictions 
with fewer features is important in data collection and 
resource utilization. In this study, feature importance 
scores were calculated using RF importance. It was 
concluded that when features with low importance were 
removed from the dataset, more accurate predictions 
could be made with fewer features (Fig. 2). This is a crucial 
aspect to be considered in data analysis and artificial 
intelligence studies in veterinary medicine.

In conclusion, this study was conducted to explore the 
potential of artificial intelligence methods in veterinary 
medicine and address significant challenges in this area. 
Artificial intelligence holds great potential in veterinary 
medicine as well. However, its use in this field is still 
limited and faces essential barriers, such as the private and 
limited accessibility of datasets. The objective of this study 
was to enhance artificial intelligence research in veterinary 
medicine by showcasing methods to handle missing data, 
alleviate data imbalances, and simplify model complexity. 
In the future, creating and sharing more publicly accessible 
datasets could encourage the wider adoption of artificial 
intelligence methods in veterinary medicine. Additionally, 
interdisciplinary studies in this field could make valuable 
contributions to animal health and treatment.
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