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Abstract: Some morphological and physiological data are needed to scientifically describe animals and distinguish breeds from one 
another. Except for those who are not experts in the field, it is difficult to distinguish goat breeds from each other. Using data mining 
algorithms, this study aimed to develop a new phenotypic characterization for Honamli and Hair goats via some body measurement 
characteristics. In the study, some body characteristics of the Hair goat (65 animals) and the Honamli goat (83 animals) were used as 
independent variables.  Th e dependent variable of the data mining algorithms, on the other hand, was defined as the binary response 
variable of Honamli and Hair breeds. Th e success of the CHAID, Exhaustive CHAID, CART, QUEST, and MARS algorithms in breed 
discrimination was determined at 87.80%, 85.80%, 87.80%, 77.00%, and 88.51%, respectively, while the area under the ROC curve 
was detected 0.880, 0.853, 0.868, 0.784, and 0.942, respectively, and Cohen’s Kappa coefficient (κ) 0.755, 0.711, 0.749, 0.549 and 0.739, 
respectively. As a result, the phenotype characterization of Honamli and Hair goats, whose morphological distinctions could not be made 
exactly, in MARS and CHAID algorithms, achieved with high success compared to other methods. Th e present study showed that Honamli 
and Hair goats may be distinguished by suitable statistical algorithms based on morphological data, which can be integrated with goat 
breeding studies to detect the origin of breeding animals.
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Sınıfl andırma Ağacı Algoritmaları ve Çok Değişkenli Uyarlanabilir Regresyon 
Uzanımları (MARS) Kullanılarak Kıl ve Honamlı Keçilerinin Fenotipik 

Karakterizasyonu
Öz: Hayvanları bilimsel olarak tanımlamak ve ırkları birbirinden ayırt etmek için bazı morfolojik ve fizyolojik verilere ihtiyaç vardır. 
Alanında uzman olmayanlar dışında keçi ırklarını birbirinden ayırt etmek güçtür. Bu çalışma, veri madenciliği algoritmaları kullanılarak 
bazı vücut özellikleri üzerinden Honamlı ve Kıl keçileri için yeni bir fenotipik karakterizasyon geliştirmeyi amaçlamıştır. Çalışmada, Kıl 
keçisi (65 hayvan) ve Honamlı keçisinin (83 hayvan) bazı vücut özellikleri bağımsız değişkenler olarak kullanılmıştır. Veri madenciliği 
algoritmalarının bağımlı değişkeni ise Honamlı ve Kıl ırkları ikili yanıt değişkeni olarak tanımlanmıştır. CHAID, Exhaustive CHAID, 
CART, QUEST ve MARS algoritmalarının ırk ayrımındaki başarısı sırasıyla %87.80, %85.80, %87.80, %77.00 ve %88.51 iken,  ROC 
eğrisi altında kalan alan ise sırasıyla 0.880, 0.853, 0.868, 0.784 ve 0.942 ve Cohen’s Kappa katsayıları (κ) 0.755, 0.711, 0.749, 0.549 ve 
0.739 olduğu tespit edilmiştir. Sonuç olarak, morfolojik ayrımları tam olarak yapılamayan Honamlı ve Kıl keçilerinin MARS ve CHAID 
algoritmalarında fenotip karakterizasyonu diğer yöntemlere göre yüksek başarı ile gerçekleşmiştir. Bu çalışma, Honamlı ve Kıl keçilerinin 
morfolojik verilere dayalı uygun istatistiksel algoritmalarla ayırt edilebileceğini ve damızlık hayvanların kökenini tespit etmek için keçi 
ıslahı çalışmaları ile entegre edilebileceğini göstermiştir.

Anahtar sözcükler: CART, CHAID, Sınıfl ama, Exhaustive CHAID, MARS, QUEST

Introduction
Approximately 97% of the existing goats in Turkey consist 
of the Hair goats [1]. Hair and Honamli goats have some 
morphological similarities. Th erefore, the breeds were not 

separated until the 2000s, and total numbers were evaluated 
as if all were the same breeds [2]. However, it is stated 
that the Honamli goat breed has higher productivity in 
terms of birth weight, live weight, lactation milk yield, 
and reproduction [3,4]. Th e lack of scientific research on 
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the Honamli goat breed is possibly due to the continuous 
transhumance of the Turkish Yoruks (nomads) [5]. The 
Honamli goat, which is defined as a new goat breed in 
animal genetic resources, was taken under protection by 
the Turkish General Directorate of Agricultural Research 
and Policies in 2015 [6].

To date, the morphological characteristics of Honamli 
have been defined and numerous studies have aimed to 
compare Honamli and Hair goats. Generally, these studies 
indicate that the phylogenetic similarity of Honamli 
and Hair goats is over 85%, and these breeds cannot be 
distinguished via microsatellite markers [2,7,8]. Therefore, 
the phenotypic characterization may be useful to separate 
these breeds. Because of Honamli and Hair goats 
morphologically having body clours are similar to each 
other, they can be separated subjectively by experienced 
breeders [4]. The reliability of this separation should be 
tested by robust quantitative methods and these methods 
could fill an important gap in the literature. Considering 
both the conservation of genetic resources and economical 
aspects, discrimination against the Honamli breed should 
be beneficial for goat breeders. Due to their very different 
morphological and physiological characteristics, goat 
breeders in Turkey have preferred Honamli goats in recent 
years, which are reared within the scope of the improve-
ment projects in breeder conditions, to Hair goats [9].

Identification and classification of breeds within a certain 
species according to phenotypic characteristics play a key 
role in the basis of breeding and conservation program 
strategies. The identification and classification of breeds 
are of great importance to separate and define the breeds. 
For this purpose, comparisons of some local goat genotypes 
reared worldwide in terms of morphology traits and 
breed discrimination have been made using multivariate 
statistical methods (MANOVA), principal components 
analysis (PCA), canonical analysis, hierarchical, k-means 
clusters and step-wise, linear and nonlinear discriminate 
analysis [10-14]. To use these traditional statistical methods, 
the data must be multivariate normally distributed, the 
covariance matrix must be equal across all groups, the 
independent variables must be independent of each other, 
and the number of observations must be at least 10 times 
the number of independent variables included in the 
model [15]. The most significant distinction between data 
mining algorithms and traditional statistical methods is 
that they are not subject to any preconditions and can 
control classification through cross-validation using the 
sampling method [16]. As a result, it will be possible to classify 
with much greater accuracy and reliability [17].

This study, it was aimed to determine the phenotypic 
characterization of Hair and Honamli goats using data 
mining algorithms and MARS algorithm together on 
morphological characteristics.

Material and Methods
Ethical Statement

Ethical rules were considered by following all applicable 
international, national, and institutional guidelines for the 
care and use of animals. In the study, there is no need for 
ethical approval due to the lack of blood sampling from 
the animals and the absence of any surgical procedures. 
All data were collected with the approval of the breeder.

Animals

The animal material of the study consists of 65 Hair goats 
(45 female, 20 male) and 83 Honamli goats (73 female, 
10 male) at different ages (1, 2, 3, 4, 5, and 6 years and 
over), which were reared extensively on a private farm in 
the Çalca district of Kütahya province, Turkey. In 2015, 
Honamli goats with pedigree records were brought from 
a farm that is a member of the Antalya Sheep and Goat 
Breeding Association. Hair goat breeding has been carried 
out on the farm, where the study was conducted since 
2008. Pedigree records of the breeds were checked through 
the TurkVet system. During the heavy winter season or 
in adverse weather conditions, goats were fed in the barn. 
Concentrated feed was given for one month before the 
breeding season for flushing, and in addition to pasture, 
straw, alfalfa, and fescue grass are given as roughage sources.

Measurement of Morphological Characteristics of 
Breeds

A special scale designed for weighing small ruminants was 
used in determining the live weight of animals. All body 
characteristics of the goats were measured as described  
by [18], and live weight (LW) was taken with 0.1 kg precision. 
All body measurements were taken after the animals had 
adapted to the environment on a flat platform and the 
stress factors were minimized. Withers height (WH), 
back height (BH), rump height (RH), body length (BL), 
and chest depth (CD) were taken using a measuring stick 
and body circumference measurements (chest girth 
(CG), and leg girth (LG)) were taken using a measuring 
tape. Head length (HL), nose length (NL), ear length (EL), 
and tail length (TL) values were measured using calipers. 
All animals were measured by the same expert.

Statistical Analysis

Regression Tree-Based Data Mining Algorithms

The data structure created by using all arguments and 
dividing the data into subgroups is termed a classification 
tree. The root node, which does not contain any fragmentation 
and contains only the dependent variable, is at the top of 
the classification tree. First, this root node is divided into 
two or more parts. These separated parts are called parent 
branches. The breaking up of parent branches created 
child nodes or subsets [19]. The node, which is appeared 
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when the fragmentation is complete in additional nodes 
and there is no more branching is called a terminal node [20].
By testing the independent variables in the model, the cut-
off  values of the explanatory variable are determined in 
a way to provide the specified category in the new node 
to be formed [21].

In all algorithms of this study, LW, WH, BH, RH, CD, BL, 
CG, LG, HL, NL, EL, TL variables and sex, age, and ear 
type factors were taken, while the dependent variable was 
binary goat breeds such as Honamli and Hair.  In literature, 
many algorithms were used to create classification trees.
In the study, tree-based data mining algorithms were used 
Classification and Regression Tree (CART), Chi-Square 
Automatic Interaction Detector (CHAID), Exhaustive
CHAID, Quick Unbiased, Efficient Statistical Tree (QUEST), 
and Multivariate Adaptive Regression Spline (MARS) 
algorithm, which is a not tree-based algorithm. Th e main 
reason for using these algorithms is that they were simple 
to understand and allow for the determination of the cut-
off  points of the independent variables. In the classification 
trees, the maximum tree depth was used as CHAID (3), 
Exhaustive CHAID (3), CART (5), and QUEST (3), 
respectively. In the formation of classification trees, the
minimum number of parent and daughter (child) nodes 
were taken as 10 and 5. Also, the multicollinearity 
problem was not detected to exist due to the pearson 
correlation coefficients and variance inflation factor 
(VIF) values between the independent variables used by 
the classification tree algorithms being smaller than the 
critical values specified in the literature [22].

CART (Classification and Regression Trees)

Th e CART algorithm is a non-parametric regression method
developed by some researchers [23]. Th e CART is a tree-
based data mining algorithm that reveals the relationship 
between the dependent variable and the independent 
variable, as well as the relationships between the independent 
variables. Th e branching in the tree structure is based on 
the division into two sub-homogeneous groups. As the 
split criterion in the CART algorithm, impurity and Gini 
index variability are taken into account in the selection 
of the best independent variable in the classification. Th e 
Gini index takes values between 0 and 1 and provides 
assignments to classes. Th e Gini index is calculated by 
subtracting the sum of the squares of the probabilities of 
each class from one and is obtained using equation 1.

          (1)

j: number of class; L: a data set with j th class; pi: relative  
frequency  if  class ‘i’  in ‘L’

CHAID (Chi-squared-Automatic-Interaction-Detection)

Some researchers [24] developed the CHAID algorithm, 

which is a non-parametric regression method in the tree
structure created by taking statistical significance ratios
and cross tables into account. Branching in the tree 
structure is based on the split of two or more sub-homo-
geneous groups. CHAID algorithm with merge, split, and 
stop stages iteratively creates homogeneous nodes starting 
from the root node, increasing/decreasing variance between/ 
within nodes [25]. Because the whole population can be split 
into stable sub-nodes using a strong translation algorithm, 
a regression equation to be obtained is kept independent of 
classical assumptions (normality, linearity, homogeneity, 
etc.) in CHAID analysis. With this process, normality and 
homogeneity can be achieved in the distribution of the data.

Exhaustive CHAID (Exhaustive Chi-squared-Automatic-
Interaction-Detection)

It is a modified version of the CHAID algorithm that looks 
into all possible splits for each predictor developed by 
some researchers [26]. As a result, transactions take longer 
than with the CHAID algorithm. Exhaustive CHAID 
keeps combining the prediction variable’s categories until 
only two supercategories remain. It identifies the category 
with the strongest relationship to the dependent variable 
and computes the adjusted p-value for these. Although it 
depends on the data, it can be said that there will be no 
significant diff erence between the results of the CHAID 
algorithms.

QUEST (Quick Unbiased, Efficient Statistical Tree)

Some researchers [27] created QUEST as a classification 
algorithm, and the branching in the tree structure, like 
the CART algorithm, is based on the separation of two 
sub-homogeneous groups. Unlike CHAID and CART, 
it handles variable selection and split point selection 
separately. In the QUEST algorithm, the association 
between each independent and dependent variable for 
each separation is found by calculating the F test, Levene 
test, or Pearson Chi-square value. In the algorithm, the 
variable with a small p-value is selected for explanatory 
variable selection.

MARS (Multivariate Adaptive Regression Splines)

Th e MARS algorithm, developed by some researchers [28],
is a non-parametric regression technique used to examine 
complex relationships between the dependent variable 
and a set of independent variables. In order to apply this 
non-linear technique, there is no need for any assumptions 
between the dependent variable and predictor variables. 
Th e MARS algorithm, which is a modified version of the 
CART algorithm, makes better predictions than binary 
logistic regression thanks to the hinges function in its 
structure [29]. Using appropriate transformation techniques, 
the MARS technique converts nonlinear relationships 
between dependent and independent variables into linear
ones. The MARS method can calculate the best trans-
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formations and interactions of variables, as well as analyze 
complex relationships in high-dimensional data. To 
prevent these relationships from causing multicollinearity 
problems in the MARS algorithm, it is recommended 
that a model be created in the earth package of the R soft -
ware with penalty=2 [17].

k-Fold Cross-Validation 

Cross-validation is a popular method for assessing the 
eff ectiveness of a machine learning model. Th is method 
is used for small datasets and is based on the resampling 
procedure. It can also be done using cross-validation 
instead of dividing the data into training and test sets 
because it works based on validation in machine learning 
algorithms [30]. Cross-validation is used to train and validate 
the model by dividing all the data into k multiples, also 
known as subsamples. In this way, it reduces overfitting 
and determines the model’s hyperparameters. For this 
purpose, usually 10-fold or 5-fold cross-validation is used. 
In this study, aft er all data set (148 records) was randomly 
divided into 10 parts, nine parts of the training set of 
the models were created, while the model was validated 
5 times with the remaining part in this study.

Model Evaluation Criteria

CART, CHAID, Exhaustive CHAID, QUEST, and MARS 
data mining algorithms were utilized to compare in terms 
of accuracy, sensitivity, specificity, Matthews correlation 
(Phi), Cohen’s Kappa coefficient (κ), and area under 
Receiver Operating Characteristics (ROC) curve. Th e 
Phi coefficient was used to determine the relationship 
between the real classes and the classes estimated by the 
algorithms, and Cohen’s Kappa coefficient was used to 
determine the concordance. Accuracy is the proportion 
at which a classification algorithm correctly separates 
Honamli and Hair goats. Sensitivity is the proportion at 
which the algorithm correctly classifies Honamli goats, 
while specificity is the proportion at which the algorithm 
correctly classifies Hair goats. Table 1 presents the confusion 
table for classifying algorithms.

Th e expressions T+, T-, F+, and F- used in the accuracy, 
sensitivity and specificity equations represent numbers 
of true positive, true negative, false positive, and false 
negative, respectively. The formula is used below to 
determine the area under the ROC curve (AUC) and the 
area under the ROC curve’s standard error (AUCse) as 
developed by [31].

Accuracy = (T++D)/(T++ F++ F-+ T-)
Sensitivity = T+/ (T+-+ F+)
Specificity = T- / (F-+ T-) 
Error proportion = 1 - Accuracy 

(2)

Statistical analyses of the classification trees, Phi and 
Cohen’s Kappa (κ) coefficients were performed in IBM 
SPSS 23 package program [32]. Earth (v5.1.2) [33] and caret 
(v60.86) [34] packages of R soft ware were used for MARS 
analysis [35]. The trial version (19.5.1) of the MedCalc 
package program was used to determine the areas under 
the ROC and to compare (z test) the area under the ROC 
curve of the algorithms.

Results
Categorical variables belonging to Honamli and Hair goats 
in the study are given in Table 2. Descriptive statistics of 
continuous variables obtained from Honamli and Hair 
goats are given in Table 3. Honamli females were larger 
than males because females in the herd were older (Table 
3). Young billy goats were preferred in the herd to reduce 
generation intervals.

Table 1. Confusion table for the classifier algorithms

Observed
Predicted as Breeds

Honamli Hair

Honamli T+ F+

Hair F- T-

Table 2. Categorical variables belonging to Honamli and Hair goats

Factors Levels N Percentage (%)

Breed-Sex

Honamli
Female 73 49.32%

Male 10 6.76%

Hair
Female 45 30.41%

Male 20 13.51%

Breed-Age

Honamli

1 16 10.81%

2 6 4.06%

3 14 9.46%

4 4 2.70%

5 2 1.35%

6 41 27.70%

Hair

1 32 21.62%

2 2 1.35%

3 4 2.70%

4 6 4.06%

5 2 1.35%

6 19 12.84%

Breed-Ear

Honamli
Comuk (native terms) 27 18.24%

Lop 56 37.84%

Hair
Comuk (native terms) 21 14.19%

Lop 44 29.73%
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Table 3. Descriptive statistics on live weight and some body measurements in Honamli and Hair goats of different age

Traits Breed Sex N Minimum Maximum Mean±SE StdDev CoefVar

LW

Honamli
Female 73 27.10 84.70 60.76±1.54  13.13 21.60

Male 10 37.20 63.10 48.02±2.77 8.76 18.24

Hair
Female 45 27.30 72.20 48.40±1.76  11.77 24.33

Male 20 29.00 43.60 36.15±0.95 4.25 11.74

WH

Honamli
Female 73 51.90    89.50 75.78±1.04   8.90    11.75    

Male 10 66.00    87.00 76.25±2.37   7.51     9.84    

Hair
Female 45 51.70    85.00 70.63±1.20   8.05    11.39    

Male 20 63.50   77.50 68.70±0.94  4.22     6.15   

BH

Honamli
Female 73 64.50   90.50 79.14±0.71  6.05     7.65   

Male 10 66.50    86.00 76.60±1.97 6.23     8.13    

Hair
Female 45 60.00   79.50 71.09±0.69  4.66     6.55   

Male 20 61.00    75.50 68.40±1.01   4.50     6.58    

RH

Honamli
Female 73 65.50   89.00 79.14±0.66 5.63     7.12   

Male 10 70.00    86.50 77.45±1.69   5.36     6.92    

Hair
Female 45 60.50   81.00 71.82±0.72  4.80     6.68   

Male 20 61.00   77.00 68.08±0.98  4.39     6.45   

CD

Honamli
Female 73 16.50   29.50 24.66±0.29  2.47    10.00   

Male 10 20.50   27.50 24.45±0.76  2.41     9.85   

Hair
Female 45 18.50   27.50 22.36±0.28  1.86     8.31   

Male 20 18.50   23.50 21.13±0.32  1.44     6.82   

BL

Honamli
Female 73 46.00   91.50 80.57±0.97  8.25    10.24   

Male 10 62.50    88.00 75.65±2.70   8.54    11.29    

Hair
Female 45 60.00    92.00 74.63±1.12   7.50    10.05    

Male 20 58.00   76.50 68.30±0.83  3.69     5.41   

CG

Honamli
Female 73 70.00  104.00 91.04±0.82  6.96     7.65   

Male 10 81.00    95.00 86.25±1.36   4.30     4.99    

Hair
Female 45 73.00   102.50 86.64±1.05   7.02     8.11    

Male 20 72.50   90.50 81.50±0.98  4.38     5.37   

LG

Honamli
Female 73 35.00   67.00 51.21±0.74  6.29    12.28   

Male 10 46.00    65.00 55.90±2.05   6.48    11.59    

Hair
Female 45 39.00    77.50 50.87±1.13   7.58    14.90    

Male 20 46.50   61.00 55.00±0.75  3.35     6.09   

HL

Honamli
Female 73 17.00   24.00 21.23±0.18  1.49     7.03   

Male 10 19.50   22.50 20.80±0.31  0.98     4.70   

Hair
Female 45 17.00   23.00 19.67±0.22  1.45     7.39   

Male 20 17.50   22.50 20.13±0.29  1.30     6.44   

NL

Honamli
Female 73 11.00   21.00 14.26±0.25  2.13    14.95   

Male 10 12.00   16.00 13.95±0.46  1.46    10.48   

Hair
Female 45 11.00   17.00 13.37±0.24  1.58    11.79   

Male 20 11.50   23.00 14.03±0.53  2.37    16.86   

EL

Honamli
Female 73 8.00   22.50 16.97±0.44  3.74    22.02    

Male 10 9.50    21.00 15.50±1.34   4.22    27.24     

Hair
Female 45 13.00   28.00 17.79±0.45  3.00    16.88   

Male 20 7.00   20.50 14.68±0.86  3.86    26.31    

TL

Honamli
Female 73 13.00   27.50 19.11±0.39  3.37    17.61   

Male 10 15.00    29.00 20.35±1.35   4.28    21.04    

Hair
Female 45 11.00   22.00 15.97±0.35  2.31    14.50   

Male 20 14.00   20.00 16.43±0.42  1.88    11.44   

Live weight (LW), Withers height (WH), Back height (BH), Rump height (RH), Chest Depth (CD), Body length (BL), Chest girth (CG), Leg girth (LG), Head length (HL), 
Nose length (NL), Ear length (EL), and Tail length (TL)
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The MARS algorithm, which provided one of the best 
classifications of Honamli and Hair goats, takes the form 
of body characteristics “LW”, “BH”, “CD”, “HG”, and 
“HL” as independent variables in the prediction model. 
In addition, the model also includes “Age” variable and 
“Sex” factors that do not have body characteristics. The 
remaining characteristics were not included in the MARS 
model because they were found to be statistically non-
significant (P<0.05). In the MARS model which was given 
below, GLM indicates the general linear model, while max 
denotes the basic function of the MARS.

GLMHONAMLI = -0.5232799 - 3.033782 * SexMale + 1.5192 * 
max(0, 4 - Age) - 1.068315 * max(0, 35.4 - LW) + 0.4609831 
* max(0, BH - 72) + 25.86152 * max(0, BH - 82) - 0.6795643 
* max(0, 25 - CD) + 1.559002 * max(0, 77.5 - HG) - 
0.5741605 * max(0, 21.5 - HL). The probability of any goat 
being Honamli can be estimated by PHONAMLI = 
expGLMHONAMLI/(1+ exp GLMHONAMLI). The “exp” value 
used in the equation refers to the base of the natural 
logarithm of 2.718. Using the basic MARS model, it is 
possible to derive a new prediction equation used in 
the classification of females. If the goats used in breed 
discrimination estimation are female animals older than 
four years old, the following equation can be used.
GLMHONAMLI = -0.5232799 - 1.068315 * max(0, 35.4 - LW) + 
0.4609831 * max(0, BH - 72) + 25.86152 * max(0, BH - 82) 
- 0.6795643 * max(0, 25 - CD) + 1.559002 * max(0, 77.5 
- HG) - 0.5741605 * max(0, 21.5 - HL).
For example, a 4-year-old female Honamli goat with body 
characteristics which was LW = 40 kg, BH = 78 cm, CD = 
25 cm, HG = 75 cm, and HL = 20 cm in the dataset could 
be estimated discrimination of breed. As follows by the 
MARS estimation equation;
1- GLMHONAMLI = -0.5232799 - 3.033782 * SexMale 
(Female=0) + 1.5192 * max(0, 4 - 4) - 1.068315 * max(0, 
35.4 - 40) + 0.4609831 * max(0, 78 - 72) + 25.86152 * 
max(0, 78 - 82) - 0.6795643 * max(0, 25 - 25) + 1.559002 * 
max(0, 77.5 - 75) - 0.5741605 * max(0, 21.5 - 20)
2- GLMHONAMLI = -0.5232799 + 0.4609831 * max(0, 78 - 72) + 
1.559002 * max(0, 77.5 - 75) - 0.5741605 * max(0, 21.5 - 20)
3- GLMHONAMLI = -0.5232799 + 0.4609831 *6 + 1.559002 * 
2.5 - 0.5741605 * 1.5

4- GLMHONAMLI = 5.27888295
5- PHONAMLI = expGLMHONAMLI/(1+ exp GLMHONAMLI)
6- PHONAMLI = 2.7185.27888295/(1+ 2.7185.27888295)
PHONAMLI = 0.994924974

The estimated goat with a probability of 99.49% belongs to 
the Honamli breed.

Classification performances of data mining algorithms 
used for breed discrimination are shown in Table 4. The 
areas under the ROC curve (AUC) were statistically 
significant for all algorithms for breed discrimination 
(P<0.01).

The sensitivity and specificity values of the model’s criteria 
were close to each other and the AUC values were close to 
1, which indicated the accuracy of the classification (Fig. 
1).  Models compared statistically with the z-test in terms 
of AUC could be mathematically expressed as MARS = 
CHAID = CART> = Exhaustive CHAID> = QUEST (Table 
4). When all data mining algorithms were compared 
among themselves in terms of AUC performance criteria, 
it was determined that the most successful algorithm used 
in breed discrimination were MARS, CHAID, CART, 
and Exhaustive CHAID. The performance of the MARS 
algorithm was determined as 0.916, 0.846, and 0.937 in 
terms of sensitivity, specificity, and general accuracy rate 
respectively. The MARS algorithm was able to classify 75 
of 83 Honamli goats, 55 of 65 Hair goats, and 88.50% of all 
goats correctly.  The MARS algorithm was found to have 
the highest breed discrimination diagnostic test with the 
area under the ROC curve of 0.942. Also, the concordance 
(κ) and correlation (Phi) coefficients between the breeds 
estimated by the MARS algorithm and the actual breeds 
were found to be 0.739. It was determined that the CHAID 
algorithm had the best diagnostic test performance and 
other performance criteria among the classification tree 
algorithms. The discrimination performances made by the 
CHAID algorithm had the values of sensitivity, specificity 
and accuracy respectively as 0.911, 0.841, and 0.878. The 
CHAID algorithm allocated 11 of 83 Honamli incorrectly 
and 72 correctly, while it separated 58 of 65 Hair goats 
correctly. CHAID has the second-largest AUC value as 
0.880 after the MARS algorithm. In addition, among the 

Table 4. Classification performances of the data mining algorithms for each diagnosis test

Algorithm Sensitivity Specificity Matthews 
Correlation (Phi)

Cohen’s Kappa 
Coefficient (κ) AUC±SE Accuracy 

of Model
Correctly Classify 
of Honamli Breed

Correctly Classify 
of Hair Breed P-Value

MARS 0.916         0.846         0.739 0.739 0.942±0.028a 0.885         0.894 0.892 <0.001

CHAID 0.911 0.841 0.756 0.755 0.880±0.027a 0.878 0.867 0.892 <0.001

CART 0.849 0.927 0.756 0.749 0.868±0.023a 0.878 0.952 0.785 <0.001

Exhaustive CHAID 0.861 0.855 0.711 0.711 0.853±0.030ab 0.858 0.892 0.815 <0.001

QUEST 0.889 0.682 0.569 0.549 0.784±0.032b 0.770 0.675 0.892 <0.001
a,ab,b The difference between AUC with letter in any data mining algorithm column is significant (P<0.05)
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tree-based data mining algorithms, the CHAID algorithm 
had the highest concordance with a Kappa (κ) value of 
0.755, while it had the same correlation coefficient (Phi) 
as the CART algorithm with a value of 0.756. Although the 
CART algorithm correctly classified Honamli goats with 
a high rate (95.20%), the correct classifying percentage 
of Hair goats (78.50%) remained low. Th e performances 
of CART were determined as 0.849, 0.927, and 0.848 for 
sensitivity, specificity, and accuracy rate respectively. Th e 
CART algorithm estimated 79 of 83 Honamli goats, 51 of 
65 Hair goats, and 87.80% of all goats by classifying them 
correctly. Moreover, the CART algorithm had the third-
largest AUC (0.868), and the coefficient of agreement 
between actual breeds and breeds estimated by the CART 
algorithm was 0.749. Th e Exhaustive CHAID algorithm 
had performance values as 0.861 for sensitivity, 0.855 for 
specificity 0.855, and 0.858 for accuracy rate. While the 
Exhaustive CHAID algorithm classified 74 of 83 Honamli 
goats correctly, this algorithm assigned 12 of 65 Hair 
goats incorrectly. Exhaustive CHAID had the 4th largest 
area under ROC among algorithms, with an AUC of 
0.853. Th e coefficient of concordance (κ) and correlation 
(Phi) between the predicted values of this algorithm and 
the actual values were 0.711. Although the Exhaustive 
CHAID algorithm correctly separated both breeds in 
close percentages, their performance values were a little 
low compared to other algorithms (MARS, CHAID, 
and CART). The QUEST algorithm correctly separated 
Hair goats with a high rate (89.20%) but, the separation 
percentage of Honamli goats (67.50%) remained quite 
low. It was also the algorithm with the worst prediction 
performance in terms of other performance criteria.

It has been determined that the CHAID algorithm was 
one of the best classifiers among classification trees for 
Honamli and Hair goat discrimination (Table 4). When 
the CHAID diagram is examined, it was determined that 
the first order effective independent variable on breed 
discrimination was RH (Adj. P-value = 0.000, χ2 = 59.332), 
second order was Age (Adj. P-value = 0.014, χ2 = 9.981), 
and BH (Adj. P-value = 0.036, χ2 = 6.313), and third-order 
independent variables were LG (Adj. P-value = 0.045, χ2 
= 13.362) and CD (Adj. P-value = 0.003, χ2 = 12.577) (Fig. 
2). Branches generated by independent variables in the 
entire tree structure were statistically significant (P<0.05).

All goats considered in the study were divided into 3 sub-
groups (nodes) in terms of RH variable. In the first node, 
39 (83%) of the goats with RH = <71.00 cm shorter were 
Hair and 8 (17%) of them were Honamli. In the second 
node, 25 Hair (43.1%) and 33 Honamli (56.9%) of 58 goats 
were classified in a range of 71.0 <RH = <79.0. In the third 
node, it was determined that 42 of the goats (71.9 <RH) 
with RH traits more than 79 cm were Honamli (97.7%) 
and only one of them was Hair goat.

Goats (3rd node) with RH characteristics greater than 
79 cm formed the 6th and 7th nodes in terms of GH 
characteristics. In the 6th node, 83.30% of the goats with 
the BH trait less or equal to 79.50 cm were classified as 
Honamli and 16.70% as Hair goat. All of the goats with the 
BH trait values greater than 79.50 belong to the Honamli 
breed (7th node).

While the 3rd and 4th nodes of the CHAID algorithm 
diagram showed a division according to the age variable, 
it did not have a direct effect on breed discrimination. 

Fig 1. All and individual ROC curves 
of classifying algorithms for diagnostic 
tests of breed discrimination
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Accordingly, it was determined that 13 of the goats aged 
3 and under were Honamli (92.9%), and one of them was 
Hair goat (7.1%) (LG = <53.50) in terms of LG (8th node). 
In 9th node, the goats between 53.50 <LG = <59.50 were 
classified as 2 Honamli (28.6%) and 5 as Hair (71.4%). At 
the 10th node, 100% of all goats with the LG trait larger 
than 79 cm belong to the Honamli breed. In the 11th node, 
when the CD of goats older than three years was less than 
and equal to 23.50 cm, (CD = <23.50), 93.30% of goats 
are classified as Hair and 6.7% as Honamli. If the CD trait 
is greater than 23.50 cm (23.50 <CD), the probability of 
finding a Honamli goat is 68.80% and 31.20% is a Hair 
goat (12th node).

Discussion
Th e most successful data mining algorithms used in the 
phenotypic characterization of Honamli and Hair goats 
were MARS and CHAID. While the MARS algorithm 
used “LW”, “BH”, “CD”, “CG” “Sex”, “Age”, and “HL” 
traits as independent variables in breed discrimination, 
the CHAID algorithm used “RH”, “Age”, “BH”, “LG”, and 
“CD”. Th e reason why these two algorithms use diff erent 
independent variables was their different working 
principles. While the CHAID algorithm created a more 
homogeneous subset, the MARS algorithm reveals the 
independent variables and coefficients of regression that 
aff ect the prediction model. Also, the CHAID algorithm 
determines the independent variables by using the Chi-

square statistics and the Bonferroni corrected P-value aft er 
categorizing the independent variables and converting 
them into binary crosstabs [36,37]. Th e MARS algorithm, 
on the other hand, selects the independent variable using 
the generalized cross-validation error (GCV) method. 
Th e non-significant variables in the model are eliminated 
using the penalty function (λ) in the GCV term, and in 
this way, the multicollinearity problem is avoided [33].

It is claimed that the distinction between Honamli and 
Hair goats will be made by experienced breeders using HL, 
NL, and TL characteristics. Th is, however, is a subjective 
statement that has not been scientifically proven by 
any literature. Based on the findings of our study, it is 
understood that this is just a discourse with no scientific 
value. BH and CD features are common independent 
variables used by MARS and CHAID algorithms in 
the current study. It can be used in both algorithms to 
discriminate between these two breeds. However, because 
the CHAID algorithm uses fewer explanatory variables 
than the MARS algorithm, it may be preferred by breeders 
or researchers in terms of time and labor.

Essentially the same key variables can be used to describe 
closely related animal species [38]. Nsoso et al.[10] reported 
that the effect of age is important for the phenotypic 
characterization of indigenous Tswana goats reared 
in Bostwana. Body length (BL) and chest girth (CG) 
characteristics were reported to diff er significantly in the 
distinction between Brown and Gray Bengal goats [39]. It 

Fig 2. CHAID classification tree 
diagram of the diagnosis test of breed 
discrimination
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was emphasized that cannon bone circumference (CBC), 
chest girth (CG), chest depth (CD), rump height (RH),  
rump length (RL), and withers height (WH) traits are 
important for the distinction of five different indigenous 
goat breeds in Spain [12]. Gonzalez-Martinez et al.[40] 
reported that the chest depth (CD) and rump height 
(RH) characteristics of the Murciano-Granadina and 
Malagueña dairy goat breeds reared in Spain are important 
in breed discrimination. In Jordan, four indigenous 
breeds and crossbred goats were separated by simple, 
cluster, canonical, and stepwise discriminant analysis by 
using the morphological characteristics. The independent 
variables used in this distinction were reported as nose 
shape, withers height (WH), live weight (LW), ear type 
(ET), color, teat placement, chest width (CW), withers 
depth (WD), and rump width (RW) [41]. Although the 
statistical methods used in these studies were different, 
the goat breeds were reared in different environmental 
conditions, and their genetic structures are different, they 
were partially compatible with our study results.

Bourzat et al.[42] proposed two different indices for a simple 
classification of goats. The first index is the difference 
between withers height (WH), and chest depth (CD), while 
the other is the difference between ear length (EL) and 
chest depth (CD). Based on a univariate statistic for such 
a classification, it should not be discussed how successful 
these methods can be when all body characteristics of 
goats are considered together. The classification should 
be determined by a multivariate method and the methods 
used should be quite powerful. In the literature, they 
classified goats by using multivariate analysis methods 
such as discriminant, clustering, canonical, principal 
components analysis (PCA), multivariate statistical 
methods (MANOVA), etc. [10,11,13,41,43-45]. However, a strong 
classification could not be made since the multivariate 
classification methods have some prerequisites and 
the methods used do not have calibration (validation) 
capabilities [16]. In this context, it would be a more accurate 
approach to use data mining algorithms that are more 
powerful than the methods used and that can control the 
algorithm by cross-validation [33].

Orhan et al.[46] reported that there was a statistical difference 
in terms of strength, thickness, cuticle, medulla, and cortex 
characteristics of the hair structure of Honamli and Hair 
goats (P<0.05), but there was not any difference in terms 
of bulbous pili and scapus pili characteristics (P>0.05). 
Although they are phenotypically different and the individual 
comparison of the hair structure characteristics of goats 
is an important finding, it is not known what the result 
will be for breed discrimination when all the features 
are examined together. In our current study, although 
the data set has a very heterogeneous structure, it is seen 
that the characteristics of goats that are important for  

breed discrimination can be successfully made using 
data mining algorithms.

In this study results, showed that a new phenotypic 
characterization successfully allows distinguishing of 
Honamli and Hair goat breeds by using some body 
measurements and factors by data mining algorithms. 
Considering the successful performances of three different 
classification trees and MARS in breed distinction, CHAID 
and MARS methods can be used to make a more accurate 
classification. Moreover, data mining algorithms enable 
the discrimination of breed, which is phenotypically 
similar. In this way, the separation of phenotypically 
similar animals with powerful classification tools can be 
used as a preliminary step in selection programme. The 
results suggest that data mining algorithms could contribute 
to future studies about breed distinction of animals and 
might have a good potential for the protection of animal 
genetic resources. In addition, there is a need for studies 
that will be used in different species of animals by using 
data mining algorithms with both genetic and phenotype 
data. In this way, it is hoped that by doing so, a new 
quantitative method for the supply of breeding material 
can be developed.
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