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Abstract
Machine learning is a sub field of artificial intelligence which allows forecasting through learning past behaviors and rules from old data. In today’s world, 
machine learning is being used almost in any fields such as education, medicine, veterinary, banking, telecommunication, security, and bio-medical sciences. In 
human health, although machine learning is generally preferred particularly in predicting diseases and identifying respective risk factors, it is obvious that there 
are a limited number of publications where this method was applied on veterinary or indicates whether it is correct and applicable. In this review, it was observed 
that the neural network, logistic regression, linear regression, multiple regression, principle component analysis and k-means methods were frequently used 
in examined publications and machine learning application in veterinary field upward momentum. Additionally, it was observed that recent developments in 
the field of machine learning (deep learning, ensemble learning, voice recognition, emotion recognition, etc.) is still new in the field of veterinary. In this review, 
publications are examined under clustering, classification, regression, multivariate data analysis and image processing topics. This review aims at providing 
basic information on machine learning and to increase the number of multidisciplinary publications on computer sciences/engineering and veterinary field.
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Veteriner Hekimlik Alanında Makine Öğrenmesi Uygulamaları Üzerine Bir 
Derleme

Özet
Makine öğrenmesi yapay zekanın bir alt çalışma alanı olup eski verilerden geçmiş davranışların ve kuralların öğrenilerek ileriye doğru tahminlerin 
yapılmasına olanak sağlar. Makine öğrenmesi günümüzde eğitim, tıp, veterinerlik, bankacılık, telekomünikasyon, güvenlik, biyomedikal gibi hemen hemen 
her alanda kullanılmaktadır. İnsan sağlığında özellikle hastalıkların önceden tahmin edilmesi ve ilgili risk faktörlerinin tespit edilmesinde makine öğrenmesi 
yöntemleri genellikle tercih edilmekle birlikte hayvan sağlığında doğruluğu ve aynı zamanda ilgili alanda kullanılabilir olup olmadığını belirleyen bu 
yöntemin uygulandığı çalışmaların sınırlı olduğu görülmektedir. Bu derlemede incelenen çalışmalarda sinir ağları, lojistik regresyon, lineer regresyon, çoklu 
regresyon, temel bileşen analizi ve k-ortalamalar yöntemlerinden sıklıkla yararlanıldığı ve veterinerlik alanında yapılan makine öğrenmesi çalışmalarının 
son yıllarda ivme kazandığı gözlemlenmiştir. Ayrıca makine öğrenmesi alanındaki son gelişmelerin (derin öğrenme, kolektif öğrenme, ses tanıma, duygu 
tanıma, vb.) veterinerlikte yeni yeni uygulandığı gözlemlenmiştir. Bu derlemede çalışmalar kümeleme, sınıflandırma, regresyon, çok değişkenli veri analizi 
ve görüntü işleme başlıkları altında incelenmiştir. Bu derlemenin amacı makine öğrenmesi ile ilgili temel bilgileri vermek ve bilgisayar bilimleri/mühendisliği 
ile veterinerlik alanındaki ortak çalışmaları arttırmaktır.

Anahtar sözcükler: Makine öğrenmesi, Yapay zeka, Veterinerlik, Bilgisayar bilimleri

INTRODUCTION

Machine learning deals with data analysis which aims 
to build analytical models in an automated way. Machine 
learning helps computers to discover insight information  
by learning from data through iterative algorithms, even if 
they are not programmed to search for them [1].

Thanks to machine learning methods, the machines 
have become capable of contributing to the brain power  

of the humanity as well as their contribution to manpower. 
These methods support us in creating assumptions on 
the future by analyzing a large amount of data for any 
practice and they help us in decision making. Therefore, 
the importance and contribution of machine learning 
methods are increasing more and more each day [2].

As new detection and diagnostic modalities are 
developed and data types getting complexer and multi-
modal analysis getting more important which causes a 
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remarkable increase of collected data in livestock, it is 
obvious that machine learning is required more than ever 
with great potential for future use. Multi-dimensional and 
complex datasets confronted by researcher may be inter-
preted through new tools enabled by machine learning.

There is a close relation between machine learning and 
fields such as artificial intelligence, data mining, statistics 
and especially probability theory, pattern recognition and 
computer sciences in general. Undoubtedly, there are 
many applications currently used in fields such as health 
and medicine [3], drug design [2], banking [4,5], education [6,7], 
telecommunications [8], software development [9], bio-
medicine, security, geology, astronomy. Other fields of 
use are fingerprint recognition [10], iris recognition [11], face 
recognition [12], handwriting and signature recognition [13], 
medical data identification [14], internet search engines [15] 
etc. (Fig. 1). 

In medicine, especially computer aided disease diagnosis 
and exploration of risk factors and their relations to 
diseases, very good results have been achieved by machine 
learning techniques. Machine learning techniques are 
distinguished with their successful results in relation to 
human health and animal health studies and they may 
provide new frontiers to solve problems which are known  
to be persistent in the field. 

In several medical studies which are important for 
human health such as breast cancer prediction [16], estimation 
of cancer types [17], estimation of survival in patients with 
severe burns [18], identification of risk factors that trigger 
heart attacks [19], early detection of cancer [20], heart and 
vascular disease diagnosis [21], anomaly detection [22], 
polysomnographic [1], machine learning methods were 
benefited from.

Machine learning is obviously one of the areas where 
most of researches were conducted recently. Thus, the 
importance of exploring this area is increasing. For 
analyzing various aspects of livestock farming which is 
closely related to human health since the very early days 
of history, such as the estimation and determination 
of animal diseases and respective risk factors, machine 
learning applications are required. Machine learning on 
veterinary is a new application method and it has drawn 
some attention recently and some studies were conducted 
in this area [23-27].

In this review, machine learning methods were explained 
briefly, in order to foster the implementation of machine 
learning methods in the field of veterinary and to provide 
basic information to researchers. Applications of clustering, 
classification, regression, feature analysis and image 
processing on veterinary were investigated. We suggest 
that the researchers may acquire a basic idea on machine 
learning through this study, so that they refer to machine 
learning methods for solving problems on animal health.  
In this way, the number of machine learning applications  
on veterinary shall increase.

MACHINE LEARNING TECHNIQUES

Machine learning is a way of programming computers 
where a performance criterion is optimized thanks to recent 
data or past experience. We define a model with some 
variables and through training data or past experience a 
computer program is taught to optimize the parameters 
of this model. The model may either be designed as a 
predictive one to predict the future, or a descriptive 
model to acquire knowledge from the dataset, or both [28]. 
Fig. 2 outlines one way in the steps might be incorporated 

into an end to end machine learning system for 
analyzing data from a science or engineering 
application.

Some advantages of the machine learning 
are as follows [29]:

- In some cases, whenever we specify the input/
output it may be impossible to estimate the 
relations among various data and to indicate 
their relationship. Thus, the machine is expected 
to estimate their relationship by setting its own 
microstructure.

- If the amount of information is too much it is 
likely to be handled by machines rather than 
humans.

- The machine is able to adapt to change easily.

- Machine learning methods reveal concealed 
relation-ships and links through a large data stack.

Fig. 3 shows the process of the machine  Fig 1. Application fields of machine learning



675

CİHAN, GÖKÇE
KALIPSIZ

learning and commonly used algorithms in computer 
science field. Techniques of machine learning model as 
categorized into supervised and unsupervised methods. The 
supervised machine learning techniques uses algorithms 
to reason from external instances which then generate 
universal theorems in order to predict future instances. This 
type of machine learning constructs a brief model for allocation  
of class labels to predict features. The resulting classifier 
is used to assign class labels to testing instances, the 
significance of the predicting feature is known, but 
there is no data about the value of the class label. The 
unsupervised methods do not utilize surrounding data  
to generate objective output or benefits. 

Classification is a process to establish a model which  
is used to describe and discriminate between data  
classes. A group of training data is analyzed to derive 
a model. For objects with unknown class labels, the 
categorical (discrete, unordered) class label is predicted 
by this model. The process of data classification consists of 
a learning step and a classification step. A classifier is 
generated at the first step, i.e. the learning step (or training 
phase) which describes a preset group of data classes. We 
test the accuracy of this model at the second step and if it 
is positive, we use it for classifying the new data [6].

Regression analysis is the most frequently used 

among statistical methodologies for numeric 
prediction. While categorical labels are 
predicted through classification, continuously 
valued functions are modeled by regression. 
Rather than predicting (discrete) class label, 
regression is used for missing or unavailable 
numerical values [30,31]. 

Clustering analyzes data objects without 
consulting class label, unlike classification and 
regression, which are utilized in analysis of 
class labeled (training) datasets. Generally, it is 
quite usual for class labeled data to be missing  
at the early stage. Class labels may be created  
for a dataset through clustering. By maximizing  
and minimizing the interclass similarity the 
objects may be grouped or clustered. Clustering 
of objects take place in order to compare the 
similarity of objects within a cluster to one 
another, but without similarities to objects in 
other clusters [2]. 

Clustering methods are divided in two categories. 
These are hierarchical clustering and non-hierarchical 
clustering, also known as partitioning. The hierarchical 
methods (often known as k-means clustering methods) 
produce a set of nested clusters in which each pair of 
objects or clusters is progressively nested in a larger cluster 
until only one cluster remains. The non-hierarchical methods 
divide a dataset of N objects into M clusters, with or without 
overlap. Each object is a member of the cluster with which  
it is most similar, however the threshold of similarity has  
to be defined [32].

Image processing  is used as a method to work on an 
image, in order to enhance it or to find out some useful 
information about it. Image processing grows rapidly 
today with its many application areas. It is established 
as a core research area within fields of engineering and 
computer sciences. Image processing uses two methods. 
These are analogue and digital image processing methods.  
For hard copies such as printed materials and photographs 
analogue image processing is used. Image analysts 
implement many interpretation techniques when these 
methods are used [33]. 

Multivariate data analysis is a statistical method for 

Fig 2. General piplines of machine learning

Fig 3. Techniques of machine learning and commonly used algorithms 
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Table 1. Machine learning applications on veterinary field

Classification Studies

Author Year Method Objective Results

Akıllı et al.[35] 2016 Fuzzy 
Logic

They have designed a decision support 
system based on fuzzy logic and tried to 
determine the compatibility between 
the system and expert decision.

They have reported that the decision support system designed 
using the records on reproduction and milk production efficiency 
of Holstein Friesian dairy cows was conducting an accurate 
classification with a success rate of 92.6% and that fuzzy logic based 
decision support systems shall be successful on livestock farming.

Hempstalk 
et al.[36] 2015

DT, NB, BN, 
LogR, SVM, 
PLSR, RF, RotF

They have attempted to estimate the 
success of insemination and conception 
in dairy cows. 

In this study, they have used 8 different machine learning methods 
and they have reported that the logistic regression method has had 
the best performance in general.

Küçükönder 
et al.[24] 2014

ANN, RBF 
Network, NB, 
KStar, Ridor

They have studied the classification 
on fertilization of Japanese quail eggs 
according to factors such as season, 
natural selection and frequency of 
settlement and to determine the 
influences of these factors. 

In this study, 85% of quail eggs were determined to be fertile and 
15% of them to have lower reproduction capacities with a success 
rate of 99.73%. It was observed that the Ridor algorithm for 
classification of eggs according to their fertility (as fertile or unfertile) 
has generated better results with lower error rate and the fertility rate 
was determined as 85.71%.

Lewis et 
al.[37] 2011 BN

They have tried to indicate that Bayesian 
network is an analytical method for 
complex animal health data.

As a result of this study they have reported that the statistical 
inference of Bayesian network model offers a richer analytical tool in 
comparison to any standard statistical technique.

Karabag et 
al.[38] 2009 DT

They have tried to determine the 
influential factors on hatching ability 
for Chucar partridges eggs. 

They have determined overall hatching, fertility and hatching ability 
as 56.2%, 79.2%, and 71.0% respectively and they have reported 
that the classification tree method has predicted the external egg 
traits such as, egg weight, egg volume, egg length and width was a 
significant factor on hatching ability with an accuracy of 75.6%.

Pelaez and 
Pfeiffer [39] 2008 LogR, DT, FA

They have tried to classify cattle herds 
according to the presence of infectious 
disease. 

In this study, they have reported that there was high risk in regions 
where the cattle population is dense and in many regions of Wales 
which are closed and where the cattle movement is frequent.

Regressional Studies

Author Year Method Objective Results

Gokçe et 
al.[31] 2014

Simple/ 
multiple 
regression 

They have tried to analyze the 
relationship between serum lactoferrin 
concentrations and serum IgG con-
centrations in lambs. 

They have reported that there was a significant linear correlation 
(R2=0.375) between serum lactoferrin concentrations as a predictor 
of passive immunity and serum IgG concentrations in lambs during 
different days of neonatal period (1st, 2nd, 4th, 7th, 14th and 28th day), but 
that it was insufficient for calculating the IgG concentration.

Gokçe et 
al.[40] 2013 Chi-square, 

Odds, RR

They have tried to investigate the 
influence of some factors on diseases 
and death of sheep at neonatal period 
and afterwards. 

They have reported that the most important risk factors of lamb 
diseases and deaths were lambing season, number of births per dam, 
birth weight and dam’s health status.

Gokçe et 
al.[41]

2013
MSRA, 
Simple/
multiple 
regression 

They have tried to determine the 
relationship between passive immunity 
and growth performance in lambs 
during and after the neonatal period 
and to assess the impact of some 
factors on the growth performance. 

They have reported that passive immunity in lambs has varied 
significantly in the early 12 weeks, that growth performance was 
depending on the birth weight, type of birth, gender, healthiness, 
dam’s age and lambing season by indicating that growth performance 
was reduced if the dam’s age was ≤2 years or it was a twin birth or a 
female lamb was born or the lamb was born in the winter or it has got 
ill or if the birth weight ≤3 kg.

Teke et al.[42] 2013 LinR, MLP, 
SMOreg

They have tried to model the live 
weights of Holstein Friesian breed using 
their body sizes. 

They have reported that Linear Regression model, Multilayer 
Perceptron and SMOreg had success rates of 97.94%, 97.72% and 
99.17% respectively and that it was possible to predict live weights 
through data mining with a high reliability.

Ghotoorlar 
et al.[25] 2012 ANN

They have tried to develop an automatic 
scoring system complying with the 
subjectively calculated lameness score. 

23 features of 105 freely moving dairy cows were used and the cows 
were divided into 5 groups according to their movement score. They 
have reported that group No.1 and No.4 had the highest sensitivity 
and specificity value.

Takma et 
al.[43] 2012

Multiple 
regression, 
ANN

They have tried to research the effects 
of duration of lactation, calving year 
and service period in cows on lactation 
milk yield and their adaptability. 

They have reported that the ANN model was more appropriate 
than multiple regression model in estimation of milk yield of 
Holstein Friesian cows and that it might be an alternative method 
to regression analysis, because it produces results with fewer errors.
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Table 1. Machine learning applications on veterinary field (Continue...)

Clustering Studies

Author Year Method Objective Results

Bank et 
al.[44] 2015 K-means

They have tried to characterize some 
gut bacteria which were found in piglets 
within the first week of their birth. 

They have reported that there is a larger variation between the disturbed 
bacterial composition of neonatal piglets and diarrhoeic piglets and that 
diarrhoea was affecting the first week of neonatal piglets.

Nantima 
et al.[45] 2015 Ward’s 

They have tried to identify the risk 
factors associated with the occurrence 
and spread of African swine fever among 
smallholder pig farmers

They have used to ward’s hierarchical clustering method to determine the 
number of clusters. According to their analyses they have observed some 
significant differences among the three cluster.  for instance, households in 
cluster 1 that had purchased the least number of pigs reduced their risk to ASF 
compared to the other two clusters. Cluster 3 that was most vulnerable had the 
majority of the households practicing free range which increased ASF risk into 
these farms. Although cluster 2 had more households feeding swill. few of these 
households were affected by ASF outbreaks.

Dupuy et 
al.[46] 2013

K-means, 
Hierarchical 
clustering, 
PCA, MFA

They have tried to group the cows using 
carcass and health-related data. 

They have obtained 12 consistent clusters according to slaughtering year 
and slaughterhouse and they have reported that the combination of their 
clustering methods with multiple factor analysis were appropriate for larger 
and complexer slaughterhouse data.

Petit et 
al.[47] 2010 K-means 

They have tried to group the wild 
animals according to syndromes using 
wildlife necropsy data. 

They have reported that they have obtained 9 clusters and that these clusters 
reflect the most obvious and frequent diseases. They have also indicated that 
k-means was a useful tool.

Dogan [48] 2002 K-means

He has tried to demonstrate that clustering 
analysis method might be applied in 
studies on animal breeding using some 
body sizes of the Arabian fillies. 

He has reported that the height at withers,  heart girth and cannon bone 
circumference of fillies were lower and that the differences among genders 
were rather caused by the genetic structure due to the gender than age and he 
has indicated that clustering analysis would be appropriate especially during 
selection at animal breeding.

Gürcan et 
al.[23] 2002 Hierarchical 

clustering

They have tried to classify the German 
Meat Merino and Karacabey Merino 
Sheep genotypes using live weight, 
body size, and fiber diameter. 

After the clustering analysis it was discovered that two genotypes have similar 
body sizes and for both genotypes it was observed that the subgroup consisting 
of 1.5 and 2.5 year old sheep indicated heterogeneity, whereas the subgroup 
consisting from 3.5, 4.5 and 5.5 year old sheep showed homogeneity. Besides 
they have reported that 98.9% of the herd was found in the same cluster when 
both genotypes were assessed together and that there were no significant 
difference between the two in terms of body size.

Multivariate Data Analysis Studies

Author Year Method Objective Results

Gokçe et 
al.[26] 2013 MSRA, GLM

They have tried to research some risk 
factors influencing the passive immunity 
and birth weight in lambs and to figure 
out the relationship between the passive 
immunity and birth weight.

They have reported that some farm administration applications and animal 
characteristics were related to birth weight and passive immunity and also that 
birth weight was effective on passive immunity.

Yunusa et 
al.[49] 2013 PCA

They have tried to analyze the morpho-
logical structure of Nigerian Uda and 
Balami sheep. 

They have reported that the most important features for describing both breeds 
were traits relating to cranial measurements and bone development.

Akçay et 
al.[50] 2012 PCA They have tried to evaluate carcass parts 

of broiler chicken. 

10 criteria were used in the study, after the principal component analysis they 
have determined that the first five principal components were corresponding 
to the 80.4% of the total variance and that the first principal component was 
able to describe 42.3% of the total variance. Moreover, they have reported that 
PCA may be used as a tool in assessing and understanding the total variance in 
livestock farming

Casanova 
et al.[51] 2012 PCA

They have tried to classify the cows of 
French and Spanish breeds according to 
their morphological properties. 

They have concluded that the first principal component was face and skull 
lengths describing 49.9% of the variance and the second principal component 
was skull and head width describing 19.2% of the variance.

Meyer [52] 2007 PCA

They have tried to demonstrate that it 
was possible to reduce the number of 
properties through PCA using carcass 
data and ultrasound data of Angus cows. 

They have reported that 14 traits were used in the study and that 7 of them 
sufficed for selection index calculations and estimation of breeding values 
and that it was possible to halve the number of traits to estimate the breeding 
values directly through principal components.

Lee et al.[53] 2006 LDA, MFCCs
They have tried to automatically identify 
animals (30 kinds of frog calls and 19 
kinds of cricket calls) from their sounds.

LDA used to reduce the feature dimension and increase the classification 
accuracy. They have reported that the average classification accuracy is 96.8% 
for 30 kinds of frog calls and 98.1% for 19 kinds of cricket calls.

Caraviello 
et al.[54]

2006
DT, BN,
Instance-
based 
algorithms 

They have tried to determine the 
variables affecting pregnancy in cows 
and the variables affecting first-service 
conception rate. 

Through the decision tree algorithm, they have obtained an accurate 
classification for the pregnancy status at a rate of 71.4% and for the first-service 
conception a rate of 75.6% in terms of Holstein cows on large dairy farms.

Bilgin and 
Esenbuga 
[55]

2005
Canonical 
correlation 
analysis

They have tried to evaluate the relationship 
between the body sizes and and carcass 
weight of Morkaraman sheep.  

They have reported that it is possible to estimate carcass traits of male 
Morkaraman lambs from their live body sizes and that it may be useful to 
implement low cost live body measurements in earlier years for carcass weights 
as a detailed selection criterion.
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analyzing data consisting of multiple variables. Multiple 
variables typically come into play in many cases of daily 
life, products to be chosen or decisions to make and they 
help modeling the real life. The available data is abundant, 
but difficulties arise in terms of clarifying the picture and 
making intelligent decisions based on it [34].

MACHINE LEARNING
APPLICATIONS ON VETERINARY 

While the articles scanning we selected keywords: 
“analysis of animal diagnosis”, “diagnosis of disease 
veterinary”, “evaluation of risk factor analysis for animal 
diseases”, “animal medical data analysis”,  “disease decision 
support animal”, “predict animal diagnosis machine learning”, 

“analysis small ruminant diagnosis machine learning”, 
“animal passive immune system machine learning”,  
“naïve bayes in veterinary”, “machine learning predict 
animal disease”, “predict animal disease using decision  
tree”, etc. and their combinations are used. The research 
questions may not cover all machine learning area in detail.  
We tried to get only a snapshot of machine learning 
literature. This study is not a subject specific literature 
review. We grouped 30 publications are classified into 
six different topic (clustering, classification, regression, 
multivariate data analysis and image processing) according 
to Table 1. 

We searched Science Driect digital databases to get 
frequency of machine learning algortihms and publications 
rate per individual year. We selected keywords: (Veterinary  

Table 1. Machine learning applications on veterinary field (Continue...)

Image Processing Studies

Author Year Method Objective Results

Bozkurt et 
al.[27] 2013 ANN

They have tried to determine the feeding 
performance and carcass properties 
of Brown Swiss and Holstein Friesian 
breeds in a feedlot system. 

They have reported that according to models obtained from digital 
image analysis and ANN, body length and heart girth were the best 
predictive variable for estimating the live weight; they have reported 
that the best predictive variable for estimation of warm carcass weight 
was the carcass length.

Mcevoy et 
al.[56] 2013 ANN, 

PLSDA

They have tried to determine the region 
including the hip joint on radiographic 
images of dogs. 

They have reported that veterinary images have the potential of being 
utilized for educational purposes in classification and grouping.

Bilgin et 
al.[57] 2011

Image 
Processing 
Method

They have tried to demonstrate that 
nose prints of Kangal breed dogs were 
different from each other.

The resulting values were very different and remote from each other 
according to statistical data obtained. They have declared that this was 
caused by the uniqueness of images.

Slósarz et 
al.[58] 2011 ANN

They have attempted to estimate the 
fat content within the muscular parts 
of lambs. 

They have reported that there was a significant relation between the 
body weight and the lamb’s age before slaughter, while the relationship 
between the body weight and intramuscular fat content was weak.

ANN: Artificial neural networks, BN: Bayes networks, DT: Decision tree, FA: Factor analysis, GLM: General linear model, LDA: Linear discriminant analysis, 
LogR: Logistic regression, MFA: Multiple factor analysis, MFCCs: Mel-frequency cepstral coefficients, MLP: Multilayer perceptron, MSRA: Multivariable 
stepwise regression analysis, NB: Nive bayes, Odds: Odds ratio, PCA: Principal component analysis, PLSDA: Linear partial least squares discriminant analysis,  
PLSR: Partial least squares regression, RotF: Rotation forest, RR: Relative risk, SMOreg: support vector machine for regression, SVM: Support vector machine

Fig 4. The distrubition of publications according to machine learning methods and publication frequency rate per year



679

OR animal) AND (machine learning algorthms which is 
related in this study). The percentage of publications 
according to machine learning methods and publications 
frequency rate per year (2002 - 2016) is shown in Fig. 4.  
The most frequently used methods are NN, LogR, LinR, 
multiple regression, PCA and k-means. Also we have 
identified that the literature on machine learning application 
in veterinary field up and upward momentum with the 
proliferation.

CONCLUSION

Machine learning is a field of study associated with 
artificial intelligence, in order to enable a machine to 
perform a task on its own and with the best performance 
and this is a discipline based on extracting information 
and learning from data. A learning computer is able to 
generate predictions about future thanks to machine 
learning methods. Therefore, it contributes a great deal to 
scientific researches by being widely used especially in the 
field of medicine.

Today, precautions to avoid diseases on animal health 
and particularly in herd health and herd management 
in farms, determination of risk factors and development 
of appropriate protection-control programs are being 
assessed to be quite important and popular. Multi-
disciplinary studies carry a significant potential for 
contribution to this field of research.

In this paper, related works concerning machine learning 
applications from veterinary field are reviewed. For this 
purpose 30 publications are classified into clustering, 
classification, regression, multivariate data analysis and 
image processing. The main goal of this review is to 
introduce a baseline and an idea to researchers who would 
work on this field. Thus, it is envisaged that the machine 
learning applications on veterinary shall increase and the 
latest developments on machine learning shall be applied  
to solving the problems on animal health. 

We have identified that the literature on machine 
learning application in veterinary field up and upward 
momentum with the proliferation. And the neural network, 
logistic regression, linear regression, multiple regression,  
principle component analysis and k-means methods are 
most frequently used. 

It was observed that recent developments in computer 
science/engineering have not adequately addressed the 
problems encountered in veterinary field. Such as deep 
learning, ensemble learning, voice recognition, emotion 
recognition, etc. is still new in the field of veterinary.

In this study, we focused machine learning applications 
in veterinary field. This study is not a subject specific 
literature review. Therefore as for future works, provide a 
review on computer aided disease diagnosis in veterinary. 

Also, introducing the tools, package and successful 
implemented programs in this field is proposed.
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