Comparison of Bayesian Regularized Neural Network, Random Forest Regression, Support Vector Regression and Multivariate Adaptive Regression Splines Algorithms to Predict Body Weight from Biometrical Measurements in Thalli Sheep
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Abstract: In this study, it is aimed to compare several data mining and artificial neural network algorithms to predict body weight from biometric measurements for the Thalli sheep breed. For this purpose, the prediction capabilities of Bayesian Regularized Neural Network (BRNN), Support Vector Regression (SVR), Random Forest Regression (RFR) and Multivariate Adaptive Regression Splines (MARS) algorithms were comparatively investigated. To measure the predictive performances of the evaluated algorithms, body measurements such as body length, heart girth, ear length, ear width, head width, head length, withers height, rump length, rump width neck length, neck width of Thalli sheep were used for predicting the body weight. In this context, 270 female Thalli sheep were used to predict body weight. Model comparison criteria such as root-mean square error (RMSE), standard deviation ratio (SDR), performance index (PI), global relative approximation error (RAE), mean absolute percentage error (MAPE), Pearson’s correlation coefficient (r), determination of coefficient (R²) and Akaike's information criteria (AIC) were used to compare all algorithms. In conclusion, the MARS algorithm can be recommended to enable breeders to obtain an elite population of Thalli sheep breed.
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Thalli Koyunlarında Biyometrik Ölçümlerden Vücut Ağırlığı Tahmini İçin Bayesian Regularized Neural Network, Random Forest Regresyon, Support Vector Regresyon ve Çok Değişkenli Regresyon Uzanimları Algoritmalarının Karşılaştırılması
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INTRODUCTION

According to the FAO 2019-year database, there are 14.810.000 head meat sheep in Pakistan [1]. In total, Pakistan has 31 sheep breeds reared for meat, milk and wool products [2]. Among those, the Thalli breed is a thin-tailed sheep breed kept under tropical regions of Punjab province located in Pakistan, and medium size breed that has white body color, brown/black head with black spots on its legs.

Sheep is an invaluable small ruminant breed that is used in many civilizations not only to obtain animal products such as meat, milk and fleece, but also to improve the rural economy [3]. Body weight is the major economical trait for all meat animals because income for farmers is directly gained by the weight of the animal. More sustained attention has been drawn to describe the relationship between body weight and linear biometric measurements (body measurements) for increasing meat production.
Body measurements of sheep may reflect production performance and genetic characteristics as well as growth and development in sheep [4]. Some body measurements taken at early growth periods were reported to be beneficial for early selection to improve superior offspring in body weight in next generation and these measurements provide helpful in practice for sheep breeders who are willing to predict body weight, which is essential in flock management.

In rural conditions where there is no weighing scale, estimation of live weight in sheep by using body measurements provides an important advantage in flock management by making it easier to know the optimum feed amount per sheep in the herd, marketing price, medical doses, optimum slaughtering time [5,6]. Estimation based on body measurements used as one of the positive effects on body weight is considered as an indirect selection criterion in animal breeding [3]. In this framework, the best way to ascertain the effective body measurements are to implement reliable statistical techniques such as multivariate analysis methods and data mining algorithms for performing phenotypically breed description of sheep.

Many studies have been reported about the prediction of body weight from body measurements in different animal species such as sheep [7-9], cattle [10,11], rabbit [12], dog [13] and camel [14]. In the literature, there are many practical approaches to estimate body weight for sheep breeds by body measurements within the scope of multiple regression [15], Classification and Regression Tree (CART) and Chi-square automatic interaction detection (CHAID) and MARS algorithm [6] and artificial neural networks [16]. However, the application of Bayesian Regularized Neural Network, Random Forest Regression and Support Vector Regression is still rare for prediction of body weight in sheep breeds. For Thalli sheep, there is a dearth of information about revealing predictive performances of various data mining and artificial neural network algorithms to model the causal relationship between body measurements and body weight in Thalli sheep. Thalli sheep related further studies are necessary for developing economic situation of smallholder farms under tropical regions of Pakistan. Thalli sheep are a breed originating from the Thall region, with a black mouth, Roman nose, black long ears, and white colored other parts of the body.

In literature, there is an absence of information about Thalli sheep raised in Pakistan such as the description of the inbreeding effect on before weaning period of growth features, identification of influential environmental factors on before weaning time characteristics [17] and quantitative genetic evaluation of after weaning period characteristics [18]. Nevertheless, information on the body weight prediction in Thalli sheep by body measurements emphasize insufficiently. The prediction is of great importance for making much better decisions on flock management, breed standards, breeding schemes and conserving gene reserves of the Thalli sheep. In this respect, sophisticated statistical techniques can help to produce more reliable estimates within the scope of indirect selection criteria to be applied in sheep and to reveal body measurements that affect body weight. In recent years, use of these techniques such as Artificial Neural Networks (ANNs), Classification and Regression Tree (CART), Exhaustive Chi-square Automatic Interaction Detector (Exhaustive CHAID), Chi-square Automatic Interaction Detector (CHAID) and Multivariate Adaptive Regression Splines (MARS) has gained importance for the prediction of body weight in various sheep breeds [3,9,16]. The current study has been carried out both to fill this gap in the literature and to compare the prediction performances of these algorithms.

**Material and Methods**

The research was carried out at Livestock Experiment Station in Punjab, Pakistan. The animals were sent to graze on the pasture between 9:00 am and 3:00 pm. The animals were given water twice a day. They were vaccinated for enteroxemia, peste des petits ruminants and pox. Wheat bran was daily given 250 g/animal during the pregnancy period. The rams were kept separately, and the natural mating methods were done in August or September. As a material, 270 female Thalli sheep were used. The age range of Thalli sheep used in the study is between 1-2 years old. The data on body measurements were recorded based on some phenotypic traits in Thalli sheep. A digital weighing device is used to determine body weight and a flexible measuring tape (special tape) to record different body measurements. Body measurements such as body length, heart girth, ear length, ear width, head width, head length, withers height, rump length, rump width, neck length, neck width were used to predict body weight.

**Statistical Analysis**

The data set can be assumed normally distributed by the Kolmogorov-Smirnov normality test (P>0.05). Descriptive statistics of all quantitative characteristics for Thalli sheep breed were reported as mean, standard deviation. The Thalli sheep data was partitioned two different data sets, 75% - 25% training and test sets, respectively. Additionally, Bayesian Regularized Neural Network, MARS, Random Forest Regression and Support Vector Regression algorithms were used to estimate body weight from body measurements in Thalli sheep.

Statistical evaluations were made using the R software [19]. To provide information about the structure of the data, descriptive statistics were performed. Descriptive statistics for all variables were estimated by using “psych” package in R environment [20]. In addition, correlation plot drawn by
The "corrplot" package in R software [21]. The "caret" packages in the R software were used to perform the analyzes of the BRNN and MARS algorithms [22]. The random forest regression was performed by using "randomForest" packages [23]. Also, support vector regression algorithm was performed by using "e1071" package in R software [24]. To display the performances of the constructed BRNN, MARS, Random Forest and Support Vector Regression models, the "ehaGoF" package was employed [25].

Bayesian Regularized Neural Network Algorithm (BRNN)

Artificial Neural Networks (ANNs) are known as mathematical models utilized in many scientific fields with the scope of solving prediction problems [26]. ANNs as one of the powerful artificial intelligence algorithms is structurally similar to the human brain and can be manipulated for sequential, nominal, scale-dependent variables. ANNs topologically consist of three layers such as input layer, hidden layer and output layer, respectively. The input layer consists of explanatory variables that the hidden layer depends on to start the process. The hidden layer consists of the activation functions and computes the weights of the explanatory variables in order to explore the effects of explanatory variables on the response variable [27]. Two types of ANNs algorithms such as radial basis functions neural networks (RBFNN) and bayesian regularized neural networks (BRNN) enable analysts to construct better models in predictive performance in comparison with linear models [28,29].

The BRNN function fits into a neural network that has input, hidden and output layers as described as given below [28,29].

\[ y_i = g(x_i) + e_i = \sum_{l=1}^{L} w_{lk} \varphi(x) + e_i, \quad i = 1, \ldots, n \]  

where, \( s \) is number of neurons for hidden layers, \( b_k \) is the bias for the \( k \)th neuron for \( k = 1, \ldots, s \), \( w_k \) is the weight of the \( k \)th neurons for \( k = 1, \ldots, s \), \( \beta_k \) is the weight of the \( j \)th input of the network, \( x_{ij} \) is the input of \( j \)th predictor in \( i \)th observation, \( e_i \) is the error term of the model, \( \varphi \) is the activation function that equation as given below:

\[ \varphi(x) = \frac{\exp(2x) - 1}{\exp(2x) + 1} \]  

It uses Nguyen and Widrow algorithm to assign starting weights while performing this function and Gauss-Newton algorithm to provide optimization [30]. The Nguyen and Widrow initialization algorithm generates the initial weight and bias values to evenly distribute the active regions of neurons over the input area [31,32].

Support Vector Regression (SVR)

An important branch of the support vector machine, which is one of the machine learning algorithms, is the support vector regression (SVR) algorithm [33]. While the statistical method used in classification is called support vector classification (SVC), the statistical method used with modeling and prediction is called SVR [34-36]. Since SVR is a supervised learning method, the performance of SVR varies depending on the training and test dataset [37].

In linear SVR model, the main goal of SVR is to define a function \( f(x) \) that can have the maximum deviation \( \varepsilon \) from the training set and should be as straight as possible. Training data points are placed within the limit between \(-\varepsilon\) to \(+\varepsilon\) [37]. However, most of these studies cannot be modeled within the scope of linearity. Therefore, in the case of nonlinear SVR, the input data is matched to a higher dimensional Hilbert space \( \mathcal{H} \) so that the regression line can be linear [33].

The nonlinear regression hyperplane to be obtained is as follows.

\[ \hat{y} = \langle w, \varphi(x) \rangle + b \]  

In this equation, \( w \) is a weight vector, \( \varphi(x) \) is non-linear kernel functions, \( \langle ., . \rangle \) indicates vector inner product and \( b \) is a bias term. There are many nonlinear kernel functions and one of these kernel functions is gaussian radial basis function kernel. The kernel function used in this study is the gaussian radial basis function.

Random Forest Regression (RFR)

Random Forests is a popular method among multivariate statistical methods because of its easy applicability in classification and regression type problems. The Random Forest algorithm, which adds a layer of randomness to the bagging algorithm, was proposed by Breiman [38]. The RFR algorithm is a learning algorithm by combines sets of regression trees. A regression tree is represented as a set of constraints that are applied hierarchically from root to leaf of the tree [39,40]. The biggest advantage of this algorithm is that it can be easily used in the case of nonlinearity.

The algorithm requires a process that includes three stages [23]. The first procedure is to build the number of trees (\( n_{\text{tree}} \)) bootstrap samples from original data. The second procedure is to develop an un-pruned classification or regression tree for each sample. The last procedure is to estimate the new data from the tree. For the Thalli sheep data set, model parameters such as \( n_{\text{tree}} \) and the number of variables tried at each split are selected (\( m_{\text{try}} \)) 500 and 3, respectively.

Multivariate Adaptive Regression Splines Algorithm (MARS)

One of the tree-based algorithms are used to solve regression-
type problems while estimating based on quantitative traits \cite{41-43}. To solve classification problems, the Multivariate Adaptive Regression (MARS) algorithm, which is a non-parametric regression technique that enables more effective identification of nonlinear and interaction effects between response and explanatory variables, was proposed by Friedman \cite{44} and derived from the CART algorithm. In the algorithm, there is no need for any assumptions about both the distribution of variables and the relationships between variables \cite{45,46}. The algorithm is a non-parametric regression technique in which various slopes in the training data set are divided into individual segmented linear segments (splines) \cite{45}. Splines connect seamlessly and form connection points called “knot”. Candidate nodes are randomly placed within the range of each estimator, so the model estimation to be made with the MARS algorithm is more flexible and interpretable with the help of piecewise linear regressions \cite{45}.

The algorithm consists of two different stages, a forward and backward pass stage \cite{47}. The first stage for the algorithm is the forward pass stage. At this stage, the algorithm starts with an intercept in the first model and to improve the model recursively includes the basic function pairs with the least training error. The forward pass stage characteristically produces an over-fitted pattern that reaches maximum complexity \cite{44}. The model constructed from the forward pass stage fits particularly good. Nevertheless, its generalization ability can be weak for a data set before an undetermined constructed model which means an overfitting problem. The basic functions that provide the least amount to the prediction model are eliminated in the backward pass stage and this situation is used in the solution of this problem \cite{6,47}.

At the beginning of the analysis, the multicollinearity between the explanatory variables was checked and it was found that there was no multicollinearity between the variables. To estimate BW using the training data set, the cross-validation method was used to decide the best MARS model among 324 MARS model with degree = 1:10 and nprune = 2:38 in determining the number of terms to be selected in the model. Ten-fold cross-validation was used for MARS model in the training data set.

RMSE, rRMSE, SDR, PI, RAE, MAPE, r, R² and Adj-R² criteria were used to compare the performance of the model. To compare the model performances were made according to the lowest RMSE, rRMSE, SDR, PI, RAE, MAPE values and the highest r, R² and Adj-R² value \cite{49}.

**Results**

Mean and standard deviation as the descriptive statistics of each trait in the present study for Thalli sheep are given in **Table 1**.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Mean</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Withers height</td>
<td>63.92</td>
<td>7.66</td>
</tr>
<tr>
<td>Body length</td>
<td>63.71</td>
<td>9.08</td>
</tr>
<tr>
<td>Head length</td>
<td>24.63</td>
<td>4.31</td>
</tr>
<tr>
<td>Head width</td>
<td>9.53</td>
<td>1.64</td>
</tr>
<tr>
<td>Ear length</td>
<td>26.5</td>
<td>2.82</td>
</tr>
<tr>
<td>Ear width</td>
<td>11.69</td>
<td>1.31</td>
</tr>
<tr>
<td>Neck length</td>
<td>24.26</td>
<td>3.54</td>
</tr>
<tr>
<td>Neck width</td>
<td>15.62</td>
<td>2.25</td>
</tr>
<tr>
<td>Heart girth</td>
<td>68.15</td>
<td>9.58</td>
</tr>
<tr>
<td>Rump length</td>
<td>12.93</td>
<td>2.54</td>
</tr>
<tr>
<td>Rump width</td>
<td>18.16</td>
<td>4.36</td>
</tr>
<tr>
<td>Body weight</td>
<td>23.77</td>
<td>6.89</td>
</tr>
</tbody>
</table>

**Fig 1. Correlation matrix**
the training dataset. When all metrics were evaluated, it turned out that the algorithm with the best fit for both the train and the test set was the MARS algorithm.

The Bayesian regularized neural network (BRNN) models were trained using the training data sets to predict the body weight. BRNN network algorithm produced a topologically 11-1-1 structure (the number of neurons in the input, hidden and output layers, respectively (Fig. 2) for the body weight prediction. In addition, the optimum BRNN model was achieved in the 12th epoch of the training phase. The network with one neuron gave the lowest RMSE value (Fig. 3). The goodness of fit criteria revealed that BRNN algorithm produced the best fit among the candidate algorithms (Table 2). Sensitivity analysis was carried out to estimate relative importance values of the explanatory variables on body weight (Fig. 4).

At the beginning of the SVR algorithm was trained training data. After the training process the SVR were examined to estimate the body weight for Thalli sheep breed. Gaussian radial basis kernel function for SVR estimation of body weight. The reliability of the model depends on the selection of parameters such as cost (C) and epsilon. These parameters were tested for various values and analysis was applied for C and epsilon values, which would give the most reliable model. Sensitivity analysis was carried out to estimate relative importance values of the explanatory variables on body weight for SVR (Fig. 5).

For RFR, the model performance metrics were given in Table 2. In addition, sensitivity analysis was carried out to estimate relative importance values of the explanatory variables on body weight for RFR (Fig. 6).

The optimum MARS model with 9 terms and degree: 1 is selected as the optimum model with the lowest cross-validated RMSE value among 324 candidate MARS models. The optimum MARS model obtained is as bellow in Table 3.  

**Table 2. Model comparison criteria for BRNN, SVR, RFR and MARS algorithms**

<table>
<thead>
<tr>
<th>Model Comparison Criteria</th>
<th>BRNN Train</th>
<th>BRNN Test</th>
<th>SVR Train</th>
<th>SVR Test</th>
<th>RFR Train</th>
<th>RFR Test</th>
<th>MARS Train</th>
<th>MARS Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Root mean square error (RMSE)</td>
<td>11.093</td>
<td>10.41</td>
<td>7.272</td>
<td>11.21</td>
<td>11.797</td>
<td>11.684</td>
<td>9.375</td>
<td>10.076</td>
</tr>
<tr>
<td>Standard deviation ratio (SDR)</td>
<td>0.477</td>
<td>0.476</td>
<td>0.386</td>
<td>0.496</td>
<td>0.492</td>
<td>0.507</td>
<td>0.439</td>
<td>0.460</td>
</tr>
<tr>
<td>Pearson’s correlation coefficients (PC)</td>
<td>0.879</td>
<td>0.880</td>
<td>0.922</td>
<td>0.868</td>
<td>0.871</td>
<td>0.863</td>
<td>0.899</td>
<td>0.888</td>
</tr>
<tr>
<td>Performance index (PI)</td>
<td>7.467</td>
<td>7.197</td>
<td>5.909</td>
<td>7.514</td>
<td>7.733</td>
<td>7.694</td>
<td>6.793</td>
<td>7.05</td>
</tr>
<tr>
<td>Relative approximation error (RAE)</td>
<td>0.018</td>
<td>0.017</td>
<td>0.012</td>
<td>0.018</td>
<td>0.019</td>
<td>0.019</td>
<td>0.015</td>
<td>0.016</td>
</tr>
<tr>
<td>Coefficient of determination (R²)</td>
<td>0.772</td>
<td>0.758</td>
<td>0.851</td>
<td>0.74</td>
<td>0.758</td>
<td>0.729</td>
<td>0.808</td>
<td>0.766</td>
</tr>
<tr>
<td>Akaike’s information Criterion (AIC)</td>
<td>490.881</td>
<td>154.620</td>
<td>404.737</td>
<td>159.511</td>
<td>503.435</td>
<td>162.245</td>
<td>474.571</td>
<td>170.467</td>
</tr>
</tbody>
</table>

**Discussion**

Methods based on body measurements are widely used in determining the relationship between BW and the structure of the animal species. However, the validity of the statistical method used to estimate BW from these body measurements is also important. In this context, many studies have been carried out for different animal species. In multivariate statistics within the scope of data mining and artificial neural networks, the use of model
comparison criteria has been proposed in the selection of the best model [12]. In this context, model performances are compared according to the lowest RMSE, rRMSE, SDR, PI, RAE, MAPE values and the highest r, R² and Adj-R² values [48].

With the use of these algorithms, by determining the selection scheme in Thalli sheep, the variables that are effective in BW estimation can be determined, and this will lead to sustainable livestock breeding. However, there are deficiencies in the literature on studies using

### Table 3. Obtained optimum MARS model

<table>
<thead>
<tr>
<th>Explanatory Variables</th>
<th>Coefficients</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>10.8827049</td>
</tr>
<tr>
<td>(body_length-48.26)</td>
<td>0.2558336</td>
</tr>
<tr>
<td>(19.05-head_length)</td>
<td>1.5792126</td>
</tr>
<tr>
<td>(head_length-19.05)</td>
<td>1.6836423</td>
</tr>
<tr>
<td>(head_length-22.86)</td>
<td>-1.2350427</td>
</tr>
<tr>
<td>(7.62-head_width)</td>
<td>-2.0680844</td>
</tr>
<tr>
<td>(neck_length-27.94)</td>
<td>0.6855337</td>
</tr>
<tr>
<td>(neck_width-12.7)</td>
<td>2.0226105</td>
</tr>
<tr>
<td>(heart_girth-53.34)</td>
<td>0.1611244</td>
</tr>
</tbody>
</table>
these algorithms. In this context, it has been determined that only the MARS algorithm and some of the ANN algorithms are used in the literature.

Ali et al. compared the ANN, CART, Exhaustive CHAID and CHAID algorithms in their study on the Harnai sheep breed. When the study was evaluated within the scope of $R^2$, Exhaustive CHAID was estimated 0.8421, CHAID as 0.8377, CART as 0.82644 and ANN as 0.81999. The proposed method was the Exhaustive CHAID method to define the standards of Harnai sheep breed. Our obtained $R^2$ values were found lower than the results in comparison of ANN algorithm which is comparable for both studies. Breed and evaluated traits may be the factors of these differences.

Eyduran et al. used CART, CHAID and ANN (RBF, MLP1 and MLP2) algorithms for BW prediction for Beetal goat and this study, which was evaluated within the scope of the correlations found between predicted and actual values, the highest correlation was determined for RBF of the ANN algorithm. In this context, the current study is thought to have different results due to differences between species.

Celik et al. aimed to compare CART, CHAID, Exhaustive CHAID, MARS, MLP, and RBF on Mengali rams. Within the scope of model comparison criteria $R^2$, SDratio and RMSE the best prediction model was determined as the CART algorithm. However, the MARS algorithm appears to have an $R^2$ value of 0.88. In the current study, it has been seen that the $R^2$ value for the train set is similar.

Compared to the results of previous studies, the breeds used in the studies, the age of the animals, the differences in flock management systems and the statistical methods used can be attributed to this wide variation. In this context, compared to results from other studies, it was determined that provide similar results according to the chosen model of evaluation criteria. However, different methods have been proposed in terms of the methods used. Suggesting different statistical methods for BW estimation using body measurements reveals that there is a need for more studies on this subject.

In the literature, variability in BW estimation in sheep may be due to differences in the number of samples used, breed, sex, flock management systems and statistical methods. For this purpose, the correct use of the factors that cause these differences is very important for a sustainable livestock breeding and selection. The correct use of statistical methods, which is one of the factors that cause variability, will create the make a right decision mechanism with more reliable estimates.

The results show that the BW estimation to be made with the MARS algorithm is more reliable within the scope of model comparison criteria. For the MARS algorithm, body length, head length, head width, neck length and neck width measurements were determined to be the most effective BW estimation.

There is no available information to estimate body weight from body measurements within the scope of BRNN, SVR, RF and MARS algorithm for Thalli sheep. In the present study, body weight was estimated from body measurements by using these algorithms for Thalli sheep breed. Although all algorithms have their own advantages and disadvantages, the model performances obtained from the MARS algorithm were better determined.

In conclusion, the MARS algorithm can be recommended to enable breeders to obtain an elite population of Thalli sheep breed. In addition, it provides to increasing BW as a selection criterion for determining appropriate body measurements and flock management standards. The results of this study, based on model selection criteria for the selection of the most suitable model, showed that data mining and artificial neural network algorithms can be successfully applied to BW estimation based on measured body measurements. Even if there are some differences in the value of the comparison criteria, more reliable models can be obtained by conducting similar studies.
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